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About this Document

This document provides a comprehensive description of how to solve classification and regression prob-
lems using the BigML Dashboard. BigML models, ensembles, linear regressions, logistic regressions,
deepnets, and fusions are covered in detail. Learn how to use the BigML Dashboard to configure, vi-
sualize, and interpret these supervised predictive models and use them to create evaluations of their
performance and real-time predictions or batch predictions.

This document assumes that you are familiar with:
+ Sources with the BigML Dashboard. The BigML Team. June 2016. [11]
+ Datasets with the BigML Dashboard. The BigML Team. June 2016. [9]
To learn how to use the BigML Dashboard to build time series and unsupervised models read:
» Time Series with the BigML Dashboard. The BigML Team. July 2017. [12]
+ Cluster Analysis with the BigML Dashboard. The BigML Team. June 2016. [8]
» Anomaly Detection with the BigML Dashboard. The BigML Team. June 2016. [6]
» Association Discovery with the BigML Dashboard. The BigML Team. June 2016. [7]
+ Topic Modeling with the BigML Dashboard. The BigML Team. November 2016. [13]
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Models

1.1 Introduction

There are multiple Machine Learning problems that require a model to predict an output variable (objec-
tive field in BigML parlance) given a number of input variables (input fields in BigML). These problems
can be divided into classification and regression problems, depending on the data type of the objective
field:

« Classification: when the objective field is categorical. For these problems, a Machine Learning
algorithm is used to build a model that predicts a category (label or class) for a new example
(instance). That is, it “classifies” new instances into a given set of categories (or discrete values).
For example, “true or false”, “fraud or not fraud”, “high risk, low risk or medium risk”, etc. There
can be hundreds of different categories.

* Regression: when the objective field is numeric. For these problems, a Machine Learning algo-
rithm is used to build a model that predicts a continuous value. That is, given the fields that define
a new instance the model predicts a real number. For example, “the price of a house”, “the number
of units sold for a product”, “the potential revenue of a lead”, “the number of hours until next system
failure”, etc.

Both classification and regression problems can be solved using supervised Machine Learning tech-
niques. They are called supervised in the sense that the values of the output variable has either been
provided by a human expert (e.g., the patient had been diagnosed with diabetes or not) or by a de-
terministic automated process (e.g., customers who did not pay their fees in the last three months are
labeled as “delinquent”). The objective field values along with the input fields need to be collected for
each instance in a structured dataset that is used to train the model. The algorithms learn a predictive
model that maps your input data to a predicted objective field value.

A BigML Model uses a proprietary decision tree algorithm based on the Classification and Regression
Trees (CART) algorithm proposed by Leo Breiman. Section 1.2 explains in detail BigML models imple-
mentation and interpretation.

This chapter contains comprehensive description of BigML models including how they can be created
with 1-click (Section 1.3), all configuration options available (Section 1.4), and the different visualiza-
tions provided by BigML (Section 1.5). Once you create a model, you can get a report for each field
importance (Subsection 1.6.1). See Section 1.7 for an explanation of how models can be used to make
predictions. You can also export your models in different formats to make local predictions faster at no
cost (Section 1.8). The process to evaluate your model’s predictive performance in BigML is explained
in a different chapter (Chapter 7).

In BigML, the third tab of the main menu of your Dashboard allows you to list all your available models.In
the model list view (Figure 1.2), you can see, for each model, the dataset it was created from, the
model's Name, Type (either classification or regression), Objective, Age (time elapsed since it was
created), Size, and number of predictions, batch predictions, or evaluations that have been created



using that model. The SEARCH menu option in the top right corner of the ensembile list view allows you
to search your models by name.

Sources Datasets m Clusters Anomalies Associations Predictions Tasks

Models Q,
il Name 4 Type & Objective - ﬂ $ ﬁ ¢ @ $ ¢ B s

Churn telecom April-2016 dataset - sample (8... A weight 5m 1w 8.0KB
Stroke Prediction |:||]I stroke Smiw 2.5MB
Linkedln profiles A connections Sm 1w 51.9MB
Predicting The Oscars - clone I:Iﬂl Best Picture_0 Smiw 77.9KB
Children's interests I]|]l Goals 5m 1w 23.6 KB
Churn Telecom dataset | Training (80%)'s model I]|]l churn 5miw 242.2KB
Loan risk - sample (80.00%)'s model I]|]l class 5m 1w 92.0KB
Air Carrier Flight Delays' dataset - sample (80.... A Year 5miw 80.1MB
Accidents 2012 UK - sample (80.00%)'s model |:||]| Did Police Officer Attend 5miw 36.6MB
Churn telecom April-2016 dataset's model A weight 5miw 10.0KB

Show [ 10 &) models 21 to 30 of 74 models IK[€|1(2 B 4 5 >l

Figure 1.1: Models list view

When you first create an account at BigML, or every time that you start a new project, your list view for
models will be empty. (See Figure 1.2.)

Datasets Models - Clusters Anomalies Associations Predictions Tasks

Models Q
(] Name ¢ Type & Objective = E s ﬁ & @ & & BE ¢

Show | 10 2| models Mo models found

Figure 1.2: Empty Dashboard models view

Finally, in Figure 1.3 you can see the icon used to represent a model in BigML.

Figure 1.3: Models icon



1.2 Understanding BigML Models

This section describes internal details about BigML models. Besides being useful to better understand
how BigML implements them and the optimizations it applies to improve performance, it will also provide
the foundations to understand BigML models’ configuration options. You can safely skip this section on
first read.

Models are built by splitting the data into partitions so each of them maximizes the information gain' for
classification models or minimizes the mean squared error? for regression models. Each partition, i.e.,
split, has an associated predicate that defines it, e.g., balance < 1,000. The process of partitioning the
instances in a dataset is recursive, i.e., partitions are themselves split into smaller ones, thus forming
a hierarchy of partitions with their associated predicates. At each step of this process, a humber of
summary statistics is also computed, such as how many instances belong partition, its confidence, etc.

BigML uses a proprietary algorithm for models that produces Classification And Regression Tree®
(CART) style decision trees. BigML algorithm adapts itself to the dataset you are learning from to
provide optimal performance. Indeed, for datasets that have a large number of instances, BigML will use
“streaming”, i.e., it will process the data instances in chunks to reduce the memory footprint it requires.
Alternatively, for datasets that have a large number of fields, BigML tends to load the whole dataset into
memory.

The key points of BigML streaming algorithm (stree) are listed below:
* Support for large datasets
» Multi-core parallelism or multi-machine distribution
+ Anytime algorithm* with frequent updates

The key points of BigML in-memory algorithm (mtree) are listed below:
+ Support for datasets with a large number of fields
+ Faster than stree, albeit at the cost of needing more memory

+ Anytime algorithm® with frequent updates

1.2.1 Streaming Model

Inspired by algorithms by Ben-Haim® and Tyree, BigML models are grown breadth-first’. To grow the
next generation of an stree, training instances are run through the tree and summary statistics are
collected in each leaf. The summary statistics are then used to choose new splits for each leaf.

The main advantage of growing in this fashion is that an stree does not need to keep the training data in
memory. Instead, the memory footprint for an stree is dependent on the size of the tree and the number
of input features in the training data.

The summaries collected by an stree over a set of training instances may be merged with summaries
from a separate block of training instances. This feature allows the stree summary collection phase to
be easily parallelized or distributed.

Traditionally, CART trees consider every training instance that reaches a leaf when determining how to
split. While an stree may be built similarly, it can also generate a split early using only a sample of
the training data. stree attempts to detect when an early split is safe by calculating when the summary
statistics have “settled”. Early splitting requires that the training instances are shuffled beforehand. (See
Subsection 1.4.8.)

"https://en.wikipedia.org/wiki/Information_gain_in_decision_trees
2https://en.wikipedia.org/wiki/Mean_squared_error
Shttps://en.wikipedia.org/wiki/Decision_tree_learning#Types
4http://en.wikipedia.org/wiki/Anytime_algorithm
5http://en.wikipedia.org/wiki/Anytime_algorithm
Shttp://jmlr.csail.mit.edu/papers/vil/ben-haimiOa.html
7https://en.wikipedia.org/wiki/Breadth-first_search
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1.2.2 In-Memory Model

Unlike stree, which grows an entire new tree layer on every iteration (a breadth first® expansion), mtree
grows the tree one split at a time. At each iteration, an mtree chooses the split that looks to improve the
tree the most. So the tree grows more like an A* search® than a breadth-first search.

mtree makes it possible to cap the overall size of BigML trees, so this approach helps prevent defining
splits on relatively unimportant parts of the tree.

When choosing the best candidate split, mtree uses the reduction in squared error'® for regression
trees. For classification trees, we use a split's information gain'' multiplied by its population. These
scores proved better than reusing pruning error estimates. (See also Subsection 1.4.3.)

As expected, this model growth technique outperforms the breadth-first approach for similarly sized
trees.

With stree, the node threshold option (see Subsection 1.4.5) sets the minimum number of nodes in
the tree, but that threshold could be exceeded. A threshold of 255 nodes could result in a tree sized
anywhere between 255 and 509 nodes. However, asking for an mtree with 255 nodes will produce a
tree with 255 nodes.

1.2.3 Scoring and Splitting

To choose a split for a leaf node, stree picks the best split for each input field and then selects the best
of those candidates.

For categorical fields a candidate split is scored for every category, with a predicate in the form fieldX
== "some_category". Along with the binary splits, stree scores an exploded split where every category
is given its own child node.

Numeric splits are always binary with a predicate of the form fieldX >= 42. In traditional CART imple-
mentations, a split is considered between every two adjacent data points. Since stree does not keep
the training data in memory, we use the summary histogram [11] instead. The median between every
pair of adjacent histogram bins becomes a candidate split.

1.2.3.1 Early Splitting

A node in an stree can grow for one of two reasons. First, when the node collects summary information
over the entire dataset it grows, as there is no more information to help inform the split. Secondly, a
node can grow after collecting summary information over just a portion of the training data. This is the
early split.

The core assumption for early splitting is that a sample of the dataset can often provide enough infor-
mation to pick a good split. This is commonly the case for splits near the top of the tree. stree detects
when enough information has been collected for an early split.

To find the similarity, stree calculates split scores for each field. The scores are normalized across all
fields in the field summary set. At this point stree has two normalized score distributions, one for each
field summary set. The L1 distance'? between the distributions produces the similarity metric. A score
of 0 means an exact match while a score of 1 means complete disagreement.

1.2.4 Pruning

As mentioned, models are trained by recursively partitioning the data, i.e., splitting it in two parts and
then splitting each of them again in two and so on. This process goes on and on unless a stopping
criteria is used. If a model grows too much, it ends up generating rules on minutize and losing the ability

8https://en.wikipedia.org/wiki/Breadth-first_search
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to generalize. This phenomenon is called overfitting. Pruning strategies play an essential role in avoiding
it.

If pruning is enabled, then at each split BigML tries to determine whether that split increases the confi-
dence (for classification models) or decreases the expected error (for regression models). If it does not,
then it is pruned away. The pruning uses pessimistic error estimates as given by either the Wilson score
interval or a standard confidence interval for regression trees.

Note: a node needs at least two instances to have a split, so models built on datasets with less
than 200 instances will not be pruned.

1.2.5 Field Importance

The field importance is the relative contribution of each field to the objective field predictions. So, a
field with higher importance will have a greater impact on predictions. You can find a visual histogram
containing the importance for all fields in the Model Summary Report. (See Subsection 1.6.1.)

BigML calculates the field importances by estimating the prediction error each field helps to reduce
for each split in a tree (these same estimates are used when pruning). Then, BigML sums the error
reduction for every split grouped by field. Then, those sums are normalized, so that they total to 1. Con-
ceptually, BigML measure of importance is based on the popular Random Forest measure of Breiman’s
Gini importance [1], except that BigML does not use Gini as the error metric.

Fields with an importance of zero may still be correlated with the objective field. It just means the model
preferred other fields when choosing splits.

It is worth noting that the field importance values from Random Decision Forests will often be more
meaningful than they are from a single tree.

Note: The concept of field importance is also used in prediction explanation for single predic-
tions (See Subsection 1.7.4.1.1). But they are calculated differently. A field can be very important
for the model but insignificant for a given prediction.

1.2.6 Confidence and Probability

Classification models in BigML include two different measures of the model’s certainty when predicting
a class at a node: confidences and probabilities. Both metrics can take values between 0%, which
means the prediction is no better than randomly selecting a class, and 100% which indicates absolute
certainty. The main difference between both metrics is that the confidence penalizes more heavily a
low number of instances of the predicted class at the node. The confidence is considered a pesimistic
measure of the model certainty because it is usually lower than the probability unless the number of
instances at the node is very high in which case the confidence and probability take similar values. A
detailed explanation of each one can be found in the following subsections.

1.2.6.1 Confidence

The confidence is calculated in BigML using the Wilson score formula. You can find a detailed explana-
tion of the confidence formulation and its interpretation below.

1.2.6.1.1 Formulation

BigML computes confidence based on the lower bound of the Wilson score interval'®, which means it
provides a pessimistic confidence:

p(1—p) 4 22
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Where p is the proportion of instances for the predicted class, n is the number of instances at that node
and z = 1.96, calculated as the 152 quantile of the standard normal distribution for a level of error of
a = 5%.

1.2.6.1.2 Interpretation

The main goal is to balance the proportion of the predicted class with the uncertainty of a small number
of instances. This formula takes into account two factors:

» The class distribution of the node: assuming equal number of instances, the more homogeneous
the node, the higher the confidence. In other words, the node containing more instances for the
predicted class will have higher confidence.

» The number of instances in the node: a node containing 1,000 instances with the same class
distribution vs. another one containing five instances deserves higher confidence as uncertainty
about the predicted class is higher whenever fewer instances are involved.

For example, if we are trying to predict if a person will have diabetes, Figure 1.4 shows both example
nodes have the same predicted class distribution (93.75%), but the node with 64 instances has more
confidence than the node with 16 instances because of the adjustment the Wilson interval formula makes
to penalize the lower number of instances.

The idea is to provide a confidence measure underestimating the performance of your model, so you
can be sure that predictions will not do it worse than the confidence.

BigML shows the confidence in several places: in a model’s top panel, at each node, in the prediction
form (see Subsection 1.7.2.2), and in the BigML API.

TRUE _(’}-
o~

Confidence: 85.00%

64 instances
8.33% of data

Figure 1.4: Example of confidences in two different nodes of the same tree

1.2.6.2 Probability

The probability of a class at a certain node is the percentage of instances for that class at the node.
BigML also adds Laplace smoothing also known as additive smoothing'“ to this probability. This means
the class probabilities will tend to be pulled towards to their overall proportion in the dataset. If there are
only a few instances in the leaf leading to the prediction, this smoothing can have a significant impact. If
there are a high number of instances, the smoothing will have little effect.

For the probability calculation BigML takes into account the total number of instances for the class of
interest at a given node (“node_class_count”), the total number of instances in the node (“node_total_count”),
and the percentage of instances for that class over the total instances in the dataset (“class_prior”):

node_class count + class_ prior
Probability_class = — T _D

node_total_count + 1

To illustrate the probability calculation with an example, imagine a dataset with a total of 100 instances
and three classes: class_a (30 instances), class_b (50 instances), and class ¢ (20 instances).The
“class_prior” for each of them is:

"https://en.wikipedia.org/wiki/Additive_smoothing
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class_a_ prior = 0.3
class_b_prior = 0.5
class_c_prior = 0.2
If we were calculating the probabilities at a given node containing a total of 20 instances where 10

instances belong to class_a and other 10 instances to class_c, the probabilities for each class will be
calculated as:

10+ 0.3
bability cl = =04
probability_class a 20+ 1 0.49
0+0.5
bability cl b = =0.024
probability_class 01 0.0
10+ 0.2
bability class ¢c= —— =04
probability_class_c 01 0.486

1.2.7 Expected Error

The measure of the predictions certainty at a node for regression trees is the expected error.

1.2.7.1 Formulation

The formula below is the standard formula to estimate the average squared error for the prediction at a
given node:

Here, «x is the predicted output at the node, n is the total number of instances, and v;...v,, are the rest
of the objective values at that node. Note that if we use n — 1 instead of n, this formula becomes the
sample variance (52) of the node. To calculate the expected error for the predictions, we need to include
the error that could arise from our sample variance not representing the true population variance. We
solve this problem by constructing a confidence derived from the true variance, which we will call o2.

S%(n—1) S%(n—1)

2 72
Xa/?,n—l Xl—(x/Q,n—l

The notation X;f indicates the critical value from the x2, distribution at probability p with f degrees of
freedom. Using the upper bound, we can calculate the standard error of our estimate of the mean. The
estimated error using the bounds is then our upper bound on the standard deviation &, plus the possible
error in the mean above, squared:

é= (z% +6)? (1.1)

= 2252 + 22&;ﬁ + % (1.2)
_ &2(z2+2;\/ﬁ+n) (1.3)

_ LZ;V@Q (1.4)

If the variance (and thus error é.) is zero, we use the parent error é, to construct the following estimate
of the child error given the parent prior é,,:
ép+né. &

n+l n+l1

€clp =



1.2.7.2 Interpretation

The expected error is an average of the instance errors at a given node. In Figure 1.5, the node predicts
a value of 70.60 with an error of 28.59, meaning the prediction is, on average, likely to be within 28.59
of the target (between 42.01 and 99.19 in this example). This is an average, so while a single prediction
may be more than 28.59 away from the true target, on average it is expected to do better than that.
As in the confidence calculations for classification models, it is a pessimistic measure of your model
performance, so that you can be sure your predictions will not do worse than the predicted value +/- the
expected error.

® &
' E(pectezoéfrir: 28.59 ] ® @
'O ® o o

Figure 1.5: Example of the expected error at a node

Along with the prediction and the expected error at a node, BigML also provides the histogram with the
instances and their values. This allows you to find out the predicted value distributions and gives you
information such as the complete possible range for the objective variable or whether the error is more
likely to be skewed to one side of the prediction. If you need to further explore the data for a specific
branch, you can also create a dataset from that branch (see Figure 1.26).

1.2.8 Models with Images

BigML models do not take images as input directly, however, they can use image features as those fields
are numeric.

BigML extracts image features at the source level. Image features are sets of numeric fields for each
image. They can capture parts or patterns of an image, such as edges, colors and textures. For
information about the image features, please refer to section Image Analysis of the Sources with the
BigML Dashboard '°[11].

Bhttps://static. bigml.com/pdf/BigML_Sources.pdf
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Figure 1.6: A dataset with images and image features

As shown in Figure 1.6, the example dataset has an image field image_id. It also has image features
extracted from the images referenced by image_id. Image feature fields are hidden by default to reduce
clutter. To show them, click on the icon “Click to show image features”, which is next to the “Search
by name” box. In Figure 1.7, the example dataset has 234 image feature fields, called Histogram of
gradients.
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Figure 1.7: A dataset with image feature fields shown

From image datasets like this, models can be created and configured using the steps described in the
following sections. All other operations including prediction, evaluation applies too.



1.3 Creating Models with 1-Click

To create a model in BigML you have two options: either the 1-click option which uses the default
values for all available configuration options, or you can tune the parameters in advanced by using the
configuration options explained in Section 1.4. You can also create a BigML model either from a dataset
or from a cluster. Creating BigML models from clusters will be explained with more detail in the Cluster
Analysis with the BigML Dashboard document [8]. This section will guide you through the process
of creating BigML models from a dataset with just 1-click.

The BigML unique 1-click feature provides a convenient way to quickly train a model from a dataset.
The 1-CLICK MODEL menu option is available in the 1-click action menu. (See Figure 1.8.)
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Figure 1.8: 1-click model

Alternatively, you can select the 1-CLICK MODEL option in the 1-click action menu from the dataset list
view. (See Figure 1.9.)
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Figure 1.9: 1-click model from the dataset list view

Either option builds a new model using default values for all available configuration options (see Sec-
tion 1.4). This can give you a quick starting point to understand how your model behaves and how it can
be improved.

Creating a model may take a variable time, depending on how big your dataset is, your subscription
plan, etc. Once your BigML model is ready, it will be automatically displayed on your BigML Dashboard
and you will be able to explore it through BigML sophisticated visualizations (see Section 1.5), and using
it for evaluations (see Chapter 7) or predictions (see Section 1.7.)

1.4 Model Configuration Options

While the 1-click creation menu option (see Section 1.3) provides a convenient and easy way to create
a BigML model from a dataset, there are cases when you want more control. This section will focus on



the options that BigML offers to configure its internal algorithms for BigML models.

You can set a number of parameters that affect the way BigML creates models from a dataset. Such
parameters can be grouped in two categories:

» Parameters that are permanently associated to the dataset, such as its objective field and preferred
fields. Once you provide a value for a dataset’s permanent parameters, they will be used as a
default value for the creation of models from that dataset.

» Parameters that only affect the model that is currently being created and that you are expected
to set each time. Those include the objective field, included/excluded fields, and a number of
configuration options that are described below.

Set a dataset’s permanent parameters by clicking on the edit button that is displayed when you hover
on the dataset’s fields. This opens a modal dialog where you can set some of the field properties (See
Figure 1.10).
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Figure 1.10: Configure permanent parameter modal

Click on the preferred field button to make that field non-preferred.

Click on the objective field button to make that field the new objective field.

To access the configuration panel, select the CONFIGURE MODEL menu option located in the configura-
tion menu of your dataset’s detail view. (See Figure 1.11.)
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Figure 1.11: Configure model

When the configuration panel is displayed, you can:

+ Select or deselect individual fields for them to be included in or excluded from the model compu-
tation.

» Change the objective field used for the model to be created.

» Manually configure a number of configuration options or automatically optimize these options.

Note: when the configuration panel is displayed, the edit is not visible, so you cannot set
the dataset’s permanent properties.

See below for a detailed explanation of the configuration options that are available as well as the corre-
sponding default values.

1.4.1 Objective Field
Also known as “target field”, the objective field is the output variable you want to predict.

Select your objective field in BigML in either of two ways. Specify the objective field each time you create
a model from the configuration panel or set a field as the default objective for all models by clicking the

edit button and then the objective field button.
By default, BigML will use the last valid field in your dataset as objective, with the exemption fields of
type text and items that cannot be used as objective.

1.4.2 Automatic Optimization

You can turn on the Automatic optimization option so BigML will automatically tune the parameters of
your model (see Figure 1.12).



Sources Supervised SUP : Predictions « Tasks WhizzML ~

=T, 0P, seee Sentiment % . =%
MODEL CONFIGURATION B
Objective field: @70 Automatic optimization | Max. training time: Model candidates:
( 1 128
| sentiment [ asc  EJ 0:30:00 o P
"h Advanced configuration ®

Model name:

R T
Sentiment | Reset ‘ 5y

Figure 1.12: Automatic optimization

The high number of possible combinations for parameter values makes it difficult to find the optimum
configuration since the combinations that lead to a poor result outnumber the ones that result in a
satisfying performance. Hand-tuning different configurations is a time-consuming process that requires
a high level of expertise and intuition. To combat this problem, BigML offers first-class support for
automatic model parameter optimization.

Behind the scenes, BigML uses the same technology for model parameter optimization as the one used
for OptiML. If you want to know more about the technical details, please read the Chapter 2 of the
document OptiML with the BigML Dashboard [10].

When you turn on the Automatic optimization option, all the model parameters will be disabled (be-
cause they will be automatically optimized), except the Missing splits and the Weights parameters
which you can manually configure (see Subsection 1.4.4 and Subsection 1.4.6).
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Figure 1.13: Configure the missing splits and the weights for your model



Since the optimization process can take some time, BigML offers two configurable parameters to limit
the time to create the optimized model: a training duration (see Subsection 1.4.2.1) and the model
candidates (see Subsection 1.4.2.2).

1.4.2.1 Training duration

The scale parameter to regulate the model runtime. It’s set as an integer from 1 to 10. It indicates the
user preference for the amount of time they wish the optimization to take. The higher the number, the
more time that users are willing to wait for possibly better model performance. The lower the number,
the faster that users wish the model training to finish. The default value is set to 5.

The training duration is set in a scale. The actual training time depends on the dataset size, among other
factors.

Sources Supervised Unsupervised + Pradictions ~ Tasks WhizzML ~
T, Bl cees diabetes ko =)%.
MODEL CONFIGURATION B
Objective field: @72 Automatic optimization Training duration: Model candidates: (7]
: 5 128
diabetes ABC v '.'_\.‘ _:
% Advanced configuration ®
Model name:
—_—— e 5
diabetes ‘ | | Reset | o

Figure 1.14: Training duration

1.4.2.2 Model candidates

The maximum number of different models (i.e., models using a unique configuration) to be trained and
evaluated during the optimization process. The default is 128 models which is usually enough to find the
best model, but you can set it from 4 up to 200. The top-performing model model will be returned. If the
training duration is very low (see Subsection 1.4.2.1) given the dataset size, it is possible that not all the
model candidates will be tried out.
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Figure 1.15: Model candidates

1.4.3 Pruning

As explained in Subsection 1.2.4, pruning strategies are essential to avoid overfitting, a phenomenon
that reduces a model’s ability to generalize.

In BigML you can choose three different strategies for pruning (Figure 1.16):



« Smart Pruning: considers pruning the nodes with less than 1% of the instances.
« Statistical Pruning: considers every node for pruning.
» No Statistical Pruning: deactivates pruning altogether.

By default, BigML uses Smart Pruning to create your models.

1.4.4 Missing Splits

When training a model, BigML may encounter missing values, which can be either considered or ignored
for the definition of splitting rules.

To include missing splits in your model, enable the missing splits option. (See Figure 1.16.) If missing
values are included in your model, you may find rules with predicates of the following kind: field x =
"is missing" Oor field x = "y or is missing".

BigML includes missing values following the MIA approach'® [14].

By default, BigML does not include missing splits.

1.4.5 Node Threshold

Set the node threshold to set a limit to a BigML model’s growth. (See Figure 1.16.) A lower threashold
simplifies the model while helping to avoid overfitting. However, it may also have reduce the model’s pre-
dictive power compared to deeper models. The ideal number of nodes may depend on the dataset size
and the number of features. Larger datasets with many important features may require more complex
models. Reducing the number of nodes can also be useful to get an initial unerstanding of the basic
data patterns. Then you can start growing the model from there.

By default, BigML sets a 512 node threshold. Since nodes are computed in batches, on occasion the
final number of nodes can be greater than the node threshold. (See Subsection 1.2.2.)
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Figure 1.16: Model configuration options

1.4.6 Weight Options

It is not unusual for a dataset to have an unbalanced objective field, where some categories are common
and others very rare. For example, in datasets used to predict fraud, usually fraudulent transactions are
very scarce compared to regular ones. When this happens, models tend to predict the most frequent
values simply because the overall model’s performance metric improves with that approach. However,

http://oro.open.ac.uk/22531/1/decision_trees.pdf
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in cases such as fraud prediction, you may be more interested in predicting rare values rather than
successfully predicting frequent ones. In that case, you may want to assign more weight to the scarce
instances so they are equivalent to the abundant ones.

BigML provides three different options to assign specific weight to your instances.

1.4.6.1 Balance Objective

When you set the balance objective weight, BigML automatically balances the classes of the objective
field by assigning a higher weight to the less frequent classes, with the most frequent class always
having a weight of 1. This option is only available for classification models. For example, take the
following frequencies for each class:

[False, 2000; True, 50]
By enabling the balance objective option, BigML will automatically apply the following weights:
[False, 1; True, 40]

In this example, the class “True” is getting forty times more weight as it is forty times less frequent than
the most abundant class.

1.4.6.2 Objective Weights

The objective weights option allows you to manually set a specific weight for each class of the objec-
tive field. BigML oversamples your weighted instances replicating them as many times as the weight
stablishes. If you do not list a class, it is assumed to have a weight of 1. Weights of 0 are also valid. This
option is only available for classification models.

This option can be combined with the Weight field (see Subsection 1.4.6.3). When combining it with
the Weight field, both weights are multiplied. For example if you assign a weight of 3 for the “True” class
and the weight field assigns a weight of 2 for a given instance labeled as “True”, that instance will have
a total weight of 6.

1.4.6.3 Weight Field

The Weight Field option allows you to assign individual weights to each instance by choosing a special
weight field. It can be used for both regression and classification models. The selected field must be
numeric and it must not contain any missing values. The weight field will be excluded from the input
fields when building the model. You can select an existing field in your dataset or you may create a new
one in order to assign customized weights.

For example, below is a dataset for which we included a field called “Weight” that assign a ten time
higher weight to fraudulent transactions in comparison to non-fraudulent ones. BigML provides a pow-
erful tool, the BigML Flatline editor, to add new fields to your dataset, such as a weight field. As an
additional example, we could also take into account the transaction “Amount” to calculate the weights,
so transactions with higher amounts will have higher weights.



Trans. ID  Products Online Amount$ Fraud Weight

xxxxxx098 XYZGH yes 3,218 FALSE 1
xxxxxx345 VBHGF no 1,200 FALSE 1
xxxxxx123  UYFHJ yes 5,000 FALSE 1
xxxxxx567 HSNKI no 390 FALSE 1
XXXXXx789 SHSYA yes 500 TRUE 10
xxxxxx093 DFSTU yes 423 FALSE 1
xxxxxx012  TYISJ yes 60,000 FALSE 1
xxxxxx342 SJSOP no 789 FALSE 1
xxxxxx908 I0OPKJ no 9,450 FALSE 1
xxxxxx334 HIOPN yes 50,678 TRUE 10

Table 1.1: Weight Field example for transactional dataset
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Figure 1.17: Weighting arguments for models

1.4.7 Sampling Options

Sometimes you do not need all the instances contained in your testing dataset to build your model. If
you have a very large dataset, sampling may be a good way of getting faster results. (See Figure 1.18.)

The same sampling options described in the Datasets with the BigML Dashboard document [9] to
sample datasets, are also available when building BigML models. They are divided in two groups:
sampling and advanced sampling options.

1.4.7.1 Rate

The sampling rate is the frequency of instances being extracted from the dataset and included in your
sample. A sampling rate of 100% means that all instances are included; a rate of 10% means 10% of the
instances are included. This option may take any value between 0% and 100%. You can easily configure
the rate by moving the slider in the configuration panel for sampling, or by typing the percentage in
the tiny input box, both highlighted in Figure 1.18.



By default, BigML uses a 100% rate.

1.4.7.2 Range

The sampling range is the subset of the dataset instances from which to sample, e.g., from instance 5
to instance 1,000. The rate will be applied over the range configured.

By default, all instances are included, i.e., the range is (1, num. rows in dataset).

1.4.7.3 Sampling

The sampling option represents the type of the sampling process, which can be either random or
deterministic.

When using deterministic sampling the random-number generator will always use the same seed, pro-
ducing repeatable results.

By default, BigML uses random sampling.

1.4.7.4 Replacement

The replacement option controls whether a single instance can be selected multiple times or not. Sam-
pling without replacement ensures that each instance cannot be selected more than once.

By default, BigML generates samples without replacement.

1.4.7.5 Out of Bag

The out of bag option allows you to include in your sample only those instances that were not selected
in the first place, thus effectively inverting the sampling outcome. It is only selectable when a sample is
deterministic and the sample rate is less than 100%. The total percentage of instances included in your
sample will be one minus the rate (when replacement is not allowed). This can be useful for splitting a
dataset into training and testing subsets.

By default, BigML will not use out of bag instances.
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Figure 1.18: Sampling arguments for models



1.4.8 Advanced Ordering

Ordering options are relevant to ensure that BigML can correctly determine whether it can take an early
split of your dataset to accelerate the training process. In particular, early splitting can only be safely
used if the training instances have been previosuly shuffled. (See Subsection 1.2.3.1.)

If your instances are already shuffled, BigML allows you to choose the linear option. This will make the
process of building the model much faster, since it will not required to reshuffle the dataset. If you need
to shuffle your instances, BigML provides two options to that aim, deterministic shuffling and random
shuffling, which are described below.

Ordering options have no influence on datasets of less than 34GB, since the whole dataset is used to
build the model.

By default, BigML uses deterministic shuffling to ensure the same (deterministic) sample of the in-
stances is used and the built model is thus repeatable.
1.4.8.1 Deterministic Shuffling

The deterministic shuffling option ensures that the row shuffling of a dataset is always the same, so
that retraining a BigML model from the same dataset yields the same results.

By default, this option is true.

1.4.8.2 Linear Shuffling

The linear shuffling option is useful when you know that your instances are already in random order.
Using linear shuffling, the BigML model will be constructed faster.

By default, this option is false.

1.4.8.3 Random Shuffling

The random shuffling option will ensure that a different shuffling will be tried each time you train your
model.

By default, this option is false.
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Figure 1.19: Ordering argument for models

1.4.9 Creating Models with Configured Options

After finishing the configuration of your options, you can change the default model name in the ed-
itable text box. Then you can click on the Create model button to create the new model, or reset the



configuration by clicking on the Reset button.
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Figure 1.20: Create model after configuration

1.4.10 API Request Preview

The API Request Preview button is in the middle on the bottom of the configuration panel, next to

the Reset button (See (Figure 1.20)). This is to show how to create the model programmatically: the
endpoint of the REST API call and the JSON that specifies the arguments configured in the panel.
Please see (Figure 1.21) below:

API request preview a EF
APl endpoint: /model

1
-~

"objective_field": "B8B@1a",
"node_threshold": 512,
‘name”: "lc_quality”,
"optimize": false,
"dotoset”: “"dataset/ScbZ8499deld4d0d760000e6",
"excluded_fields": [
"ppeeea ",
"aoeeal”,
"apeee4 ",
"a0eees ",

e
TR ®Wo AW s Wi
4

Check the full list of arguments in the APl documentation

Figure 1.21: Model API request preview

There are options on the upper right to either export the JSON or copy it to clipboard. On the bottom
there is a link to the APl documentation for models, in case you need to check any of the possible values
or want to extend your knowledge in the use of the API to automate your workflows.



Please note: when a default value for an argument is used in the chosen configuration, the argument
won’t appear in the generated JSON. Because during API calls, default values are used when arguments
are missing, there is no need to send them in the creation request.

1.5 Visualizing BigML Models

Being able to effectively visualize a model is paramount to exploring it, interpreting it, and explaining
why it produces certain outcomes. To this aim, BigML provides two powerful interactive visualizations
for BigML models, the compact tree and the sunburst views, which will be introduced below.

1.5.1 BigML Compact Tree Visualization

BigML compact tree is a powerful, patented, visual tree representation of your BigML model. Thanks
to their being interactive, BigML compact trees bring to a new level your ability to explore your BigML
models, by allowing you to see at a glance the most relevant information encoded in the model, by
allowing you to collapse less important parts, and by enabling advanced filtering options.

1.5.1.1 BigML Compact Tree Visual Representation

BigML compact trees rely on the almost natural representation of BigML models as trees to convey a
wealth of information in a compact format:

» The color of each node in the compact tree identifies the input field associated to it, i.e. the field
that was identified as providing the best split. see Subsection 1.2.3 for more information.

» The first node at the top, called the tree root, corresponds to the split that best divides your data into
two segments according to your objective variable. However, one must not confuse the best split
with the most significant field since a root field may not always be as important as other predictors
after growing the full tree. See Subsection 1.2.5 for more information.

» The branches connect the root to its child nodes at the next level down. Each child node may
recursively have a number of children, to which it is connected through the afferent branches. This
goes forth until we get to the terminal nodes, called leaves, that have no further children and are
used to generate predictions.

+ The width of a node represents the number of instances that the branch rooting at that node

includes.
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Figure 1.22: Tree visualization



1.5.1.2 Interacting with BigML Compact Trees

You can explore even more information that is encoded in your BigML model interacting with it. If you
hover over the tree nodes, additional information about those nodes will be displayed. Additionally, you
can set interactive filters to display only a subset of nodes based on a given criteria. Finally, you can
create a dataset from a node to further investigate the data instances that support it. See below a
description for all these interaction modes.

If you mouse over a node in the tree, BigML compact tree will display:

» The prediction at that node along with a measure of the prediction’s certainty on the top navi-
gation bar above the tree visual:

— For classification models you can display the confidence or the probability by clicking in
the switcher shown in Figure 1.23. See a detailed explanation of both measures in Subsec-
tion 1.2.6

— For regression models you will get the expected error. See a detailed explanation in Sub-
section 1.2.7).
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Figure 1.23: Node prediction

» The decision prediction path for the node, i.e. the series of rules that lead to it, on the right side
of the tree.

» The number of instances that follow this decision path as well as their distribution in terms of the
objective field values in the tooltip appearing on top of the hovered node. In the same tooltip you
will see again the prediction at that node along with the confidence or probability (for classification
models) or the expected error (for regression models).
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Because models often grow too wide to comfortably fit the display area, BigML makes it possible to
collapse some of the less important parts:

» To show all the nodes for a particular path, just click on that node and the whole branch will be
displayed.

» To return to the default view, click on the root of the tree.

1.5.1.2.1 Interactive Filters

BigML compact trees provide a set of filters that let you interact with your model and control what part
of it is displayed or hidden. Filters are interactive, meaning that you will see in real-time how applying a
given filter changes the visualization. Filters aim to make it easier for you to analyze the information the
model conveys in a number of ways, as explained below.

All available filters are shown in the top bar just above the tree, as depicted in Figure 1.25.

« Filter by support: this filter displays or hides branches based on how well they are supported by
all data instances. To apply it, you specify the minimum and maximum percentage of instances
that you require to provide support to visible branches. This is useful to identify branches with a
minimum threshold of supporting instances.

« Filter by prediction: this filter displays or hides branches based on the predictions they provide. To
apply it, you choose what predictions you are interesting in: for regression models, a slider allows
you to set a range of values for your predictions; for classification models, select the predicted
class.

« Filter by confidence, probability or expected error: this filter displays or hides nodes based on
the certainty of the predictions they provide. For classification models you will be able to filter the
model by the confidence or the probability depending on the option you select (see Figure 1.23).
For regression models you will be able to filter your model by the expected error. This is useful to
identify the most likely predictions your model provides.

+ Rare interesting patterns: this filter displays only those branches that are supported by few
instances, i.e. represent not so common cases, while still providing high confidence. Low support
is defined as being supported by less than 1% of instances. High confidence is defined at least
50% confidence for classification models, or being in the lowest expected error decile for regression
models.

+ Frequent interesting patterns: this filter displays only those branches that have high support,
i.e. represent frequent cases, and also provide high confidence. High support is defined as being



supported by more than 1% of instances. High confidence is defined at least 50% confidence for
classification models, or being in the lowest expected error decile for regression models.
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Figure 1.25: Interactive filters

1.5.1.2.2 Creating a Dataset from a Node

As mentioned, you can create a dataset collecting all the instances that support a given node. This can
be useful if you want to apply other Machine Learning algorithms to it to gain further insight into the set
of rules that belong to that branch.

Create a dataset from any node of your model by following these steps:
+ Click on a node to select a specific view of the model.

* Press the SHIFT key on your keyboard to freeze the current view.

+ In the frozen view, click the Create dataset button. (See Figure 1.26.)
* Release the frozen view by pressing the ESC key on your keyboard.

By executing the above listed steps, a new dataset will be created containing only the instances that
support the selected node.
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Figure 1.26: Create dataset from a branch

1.5.2 Partial Dependence Plot

Appart from the main compact tree view, BigML also offers an alternative view for models: the Partial
Dependence Plot (PDP). The main goal is to represent the marginal effect of a set of variables (input
fields) on the model predictions disregarding the rest of the variables. It is a common method for visual-
izing and interpreting the impact of the variables on the predictions, and it can be used for classification
and regression models.
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Figure 1.27: Model PDP view

Note: the model PDP is not a representation of the dataset values; it is a representation of the
model results and their dependence from a set of variables used as inputs.

The PDP allows you to visualize the model predictions in the heatmap chart. In the case of classi-
fication models, the different classes of the objective field are represented by different colors. The
different color shadings for each class represent the different confidences or probabilities depending
on the option you select from the switcher highlighted in Figure 1.28.
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Figure 1.28: Classification model PDP

For regression models, the different prediction values for the objective field are represented by differ-
ences in the color scale.
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Figure 1.29: Regression model PDP

You can select any categorical or numeric field for each axis. You can also switch the axis by clicking
on the option on top of the chart area. In the grey area next to the axis selectors you can see the axis

values. You can freeze the view by pressing Shift and release it again by pressing Escape from your

keyboard. When the view is frozen, an edition icon will appear and you can edit the axis values to obtain
a prediction for that value. (See Figure 1.30.)
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Figure 1.30: Model PDP axis options

The prediction legend next to the chart allows you to visualize the objective field classes (classification
models) or the predicted value (regression models). In the case of classification models you will also
obtain the confidence or the proabbility depending on your selected option (see Subsection 1.2.6). By
default, the color tones and shadings are set according to the range of values shown in the chart area.
This is the default because for some configurations of the chart the predictions may vary a small amount
relative to the global range. For example, imagine the chart is showing temperature predictions based on
location, time-of-year, and time-of-day. San Diego’s daily range (13° C to 18° C) could be tiny compared
to the Earth’s global range (-62° C to 48° C). You can change this behavior and see the color scales
and shading according to the total range of possible predicted values by clicking on the icon next to the
probability bar Total . For classification models, this option allows you to see the color shading for the
total range of potential confidence or probability values (from 0% to 100%). For regression models, the
Total colors option allows you to see the color scale for the total range of predictions. For classification

models you can also select to see only one of the classes using the class selector at the bottom of the
legend. (See Figure 1.31.)
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Figure 1.31: Prediction legend options

Below the chart legend, you can find the input fields form. (See Figure 1.32.) You can configure the
values for any numeric, categorical, text or items field. By changing their values, you can see the
predictions changing in real-time. You can sort the fields by their importance, select or disable them.
If you disable an input field, it will be ignored to calculate the final prediction. The strategy used to

calculate predictions when some fields are disabled is the proportional missing strategy (see Sub-
section 1.7.3.1).
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Figure 1.32: Input fields from in the model PDP

If you want to know more about how to interpret the PDP view, please refer to Subsection 2.5.1.2.

1.5.3 Sunburst Visualization

In addition to compact trees and the PDP, BigML provides an additional, BigML-unique visualization for
BigML models: the Sunburst, which allows you to visualize the entire model in a single view, without
collapsing or expanding branches.

The Sunburst diagram can be seen as a representation of a BigML tree as if you were looking at a real
pine tree directly down from its tip. So, the center circle in Figure 1.33 represents the root of the tree
and its children wrap around it. Similarly, moving from the center further out, you will see the first split of
the tree followed by the others.

For the uninitiated, BigML Sunburst diagram may not appear as immediately intuitive as our regular tree
view. Nonetheless, it can help advanced users gain more insight into their models. In particular:

» More layers indicate deeper (i.e., more complex) prediction paths.

» The arc length of each child ring corresponds to the percentage of the training set covered by that
child.

« Smaller arcs indicate lower support for that child.

» When you mouse over the chart, the prediction rules will be shown to the right of the diagram
as in the tree visualization view. However, the Sunburst diagram summarizes the prediction rules
whenever possible. For example, two rules applicable to a leaf node may read: x <= 2and 2 < x
< 7. The sunburst view would combine these conditions and restate it as x < 7, which makes it
easier to read and understand.



+ When you click on a child ring, you zoom in the diagram, and all layers above the clicked one are
collapsed into the diagram center. In the pine tree analogy, clicking on a ring would be equivalent
to moving the view point down along the tree, so you can see more detail from the bottom layers.
Click the center of the Sunburst to move up one level up to the tip.
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Figure 1.33: Sunburst visualization

As a final note, you can color the chart by field, by prediction, or by confidence (or expected error in case
of regression trees).
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Figure 1.34: Change Sunburst colors
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Figure 1.35: Sunburst colors

1.6 Model Summary Report

From a model’s detail view, you can access the model summary report by clicking on the icon highlighted
in Figure 1.36.
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Figure 1.36: Button to display a model’s summary report

The model summary report has two tabs: field importance and summary, explained in the following
subsections.

1.6.1 Field Importance

The field importance provides you a measure of how important a field is relative to the other fields. See
Subsection 1.2.5 for more details.
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Figure 1.37: Field importance

1.6.2 Summary

This summarized view of your model, includes:

+ Data distribution: for classification problems, percentage of the dataset instances that belong to

report
i
?
Field
Importance

each of the objective field classes; for regressions, this is the objective field distribution.

 Predicted distribution: for classification problems, percentage of predicted instances for each of

the objective field classes; for regressions.

* Field importance: a measure of how important a field is relative to the other fields (see also

Subsection 1.2.5).

* Rules summary: a summary of the rules that the model learned from the dataset This means
that for each possible prediction outcome, you can find here a summary of the paths that would

produce that prediction.
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Figure 1.38: Summary Report

1.7 BigML Model Predictions

1.7.1 Introduction

The ultimate goal in building a BigML model is being able to make predictions for previously unseen
instances with an unknown label. In BigML, you can make predictions for single instances or for many
instances in a batch. Each prediction comes with a measure indicating its reliability, expressed either
as a confidence, probability or as an expected error.

The predictions tab in the main menu of your BigML Dashboard is where all your saved predictions are
listed. (See Figure 1.39.)
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Figure 1.39: Predictions list empty view

Model predictions are saved under the CLASSIFICATION & REGRESSION option in the menu. (See Fig-
ure 1.40.)
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Figure 1.40: Menu options of the predictions list view

From this view you can select to view the list for your single instances predictions or your batch
predictions by clicking in the corresponding icons. (See Figure 1.41 and Figure 1.42.)

Figure 1.41: Single predictions icon

=

Figure 1.42: Batch predictions icon

In the predictions list view, you can see, for each prediction, the Model or Ensemble icon used for
the prediction, the Name of the prediction, the Objective (objective field name), the Prediction (the
prediction result), and the Age (time since the prediction was created). (See Figure 1.43.)

Sources Datasets Supervised ¥ Unsupervised Tasks WhizzML ~
——
= Predictions i o
58 Name % Objective % Prediction s ﬂ &
Show | 10 E predictions No predictions found

Figure 1.43: Predictions list view

You can also search your predictions by name by clicking the search button on the top right menu.

1.7.2 Creating Model Predictions
As shown in Figure 1.44, BigML provides three options to make predictions from your models:

* PREDICT BY QUESTION: to predict a single instance answering just the relevant questions required
by the model.

* PREDICT: to predict a single instance using the prediction form.

* BATCH PREDICTION: to predict multiple instances simultaneously.
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S@ CREATE BATCH PREDICTION
%’ EVALUATE
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£} DELETE MODEL
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Figure 1.44: Menu options to create predictions

1.7.2.1 Predict by Question

This option will ask for a series of input field values, one question at a time, required to make a single
instance prediction. In the general case, only the values of a subset of all input fields are needed to reach
a prediction. So although your model may have seven data fields as potential predictors, if it is able to
make a prediction with only two answered questions, then you will not have to specify the remaining
seven fields by way of answering more questions. Follow these steps:

1. Start the questions by clicking Predict :

i & Predict using Diabetes' dataset | Trai... &.

Diabetes: ? kd

Answers:
Click to get the first question

[ predict | Start

questionnaire

Figure 1.45: Predict Question by Question first step

2. Set the values for each question and click Next question :

ks

-y Predict using Diabetes' dataset | Trai... 5.

Diabetes: False 60.96%

Answers:

Seta
value

Next
question

Figure 1.46: Predict Question by Question second step

3. After the model gives you a final answer, you will be able to optionally Save the prediction:



tion: Taske L= Final

prediction &
.[‘} fﬁ\ Predict using Diabetes' dataset | Trai... Cb. Confidence
Diabetes: False 96.40% » |
Answers:
+ Glucose? 77 olil Fields
values
« BMI? 21.6
» Pregnancies? 0 Save
prediction

Figure 1.47: Predict Question by Question third step

1.7.2.2 Predict

BigML allows you to quickly make predictions for single instances by providing a form containing the
fields used by the model, so you can easily set the input data and get an immediate response. This
option is only available from the BigML Dashboard for models with less than 100 fields. If you want to
perform single instance predictions for models with a higher number of fields, you can use the BigML
API'7,

Follow the steps detailed below to create a single prediction:
1. Choose the PREDICT option under the model 1-click menu. (See Figure 1.48.)

Sources Datasets w Clusters Anomalies Associations Predictions Tasks

8 i 8. eeeo wines dataset - sample (80.00%)'s model B ® & =5- 0
®

?
‘ @ PREDICT QUESTION BY QUESTION

s . otal Sales: ?
e Total Sal = ‘

oy
‘ - 8@ BATCH PREDICTION

125 |% (\L/_ 25 % 25.43 (‘J—(\/\ 112.07
@* EVALUATE
- e
£} DELETEMODEL

Y
. B MOVETO..

& o
Figure 1.48: Predict option from model 1-click menu

Alternatively, you can choose the PREDICT option in the pop up menu in the list view as shown in
Figure 1.49.

Thttps: //bigml.com/api/predictions
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Figure 1.49: Predict option from model pop-up menu

2. You will be redirected to the prediction form where you will find all the fields used by the model
as predictors ordered by field importance. The importance percentage is found next to the field
name as shown in Figure 1.50. You may not find all the fields from your original dataset because
the model may find them irrelevant or redundant in terms of their predictive impact.

Sources Datasets Models = Clusters

Anomalies

Scripts = -

Associations Tasks

g W Predict using wines dataset - sample (80.00% ...

-

Total

Sales: 61.43

Missing strategy: tfb &

Price Field importance: 58.66%

2.44 41.50

Country

‘ Argentina

New prediction name

Prediction for Total Sales

1.41 Cabernet Sauvign...

¥  Grape
[  Rating

88

16.61

Allinputfields: [

91

Figure 1.50: Single predictions form

920

Save

3. Select the fields you want to be taken into account for your prediction as shown in Figure 1.51.
Non-selected fields will be considered as missing values during the prediction. If your model was
trained with Missing splits (see Subsection 1.4.4), then missing values are considered by the model
as any other valid value. If your model was built without missing values then any of the Missing
strategies may apply during your prediction (see Subsection 1.7.3.1.)



Sources Datasets Models = Clusters Anomalies Associations Tasks Executions =

g W s Predict using wines dataset's model .
Total Sales: 61.43 16.61
[ o~ | A
Missing strategy: d'b S Allinput fields: [¥
Price ‘ ¥ | Grape &
2.44 4150
21.41 Cabernet Sauvign... v
Country [¥ Rating ™
88 91
Argentina v 20

New prediction name

Prediction for Total Sales Save

Figure 1.51: Select fields in the prediction form

4. Set input values for your selected fields. Depending on the field type, you will need to input the
values differently:

» Numeric fields: move the slider or input a specific value in the edition box.

+ Categorical fields: select one class from the selector.

Text fields: write one or several terms in the free text box.

Date-time fields: select the appropriate values from the selector.

Items fields: when you write the first three characters of an item name, several items matching
those characters will appear, so you can select the right one. You can input more than one
item for a field.

5. Get the prediction along with the confidence, the probability or expected error on the top of the
form. BigML predictions are synchronous, i.e., when you send the input data you get an immediate
response. Read more about local predictions in Subsection 1.7.2.2.1.
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6. Optionally Save the prediction so you can access them afterwards from the model predictions list

view.

Sources Datasets Models =

Figure 1.52: Single predictions view

Associations Tasks

Clusters Anomalies

Executions =

Eo‘ .|?‘ g% Predict using wines dataset's model -
Total Sales: 61.43 16.61
Missing strategy: & &
Price Grape ™
2.44 41.50
) 21.41 ‘ Cabernet Sauvign... ‘ " ‘
Country [ Rating ™
88 91
Argentina A o 920

New prediction name

Prediction for Total Sales Save

Figure 1.53: Single predictions list view

1.7.2.2.1 Local Predictions

BigML provides local predictions from the BigML Dashboard for single instance predictions. Local pre-
dictions allow you to get a real-time prediction without consuming any credits or requiring an internet
connection. This is possible because your model is saved in the browser’s memory so when the in-
put values change, BigML immediately navigates your model to obtain their predictions in a matter of
microseconds.

1.7.2.2.2 Predictions with Images

BigML models can be trained from images using extracted image features (Subsection 1.2.8). Because



image features are automatically generated numeric fields, creating model predictions with images is
the same as creating other models. The only thing different is input fields of images.

Note: When the input fields contain images, in order to create the single prediction, BigML will
extract image features automatically to match what were used in the dataset to train the model.

Sources Datasets Supervised *  Unsupervised = Tasks WhizzML ~
. Predict using grape-strawberry .

label: 7 ? @

o~ | S—
Missing strategy: d%) & @ Selectapositiveclass | v Probability threshold:
Allinput fields: [
image_id ™
| Selectimage L | D
Q,

A"
La By
New pret closed, image, 2 fields (1 path, 1image)

696969,
arape-5 [ SO0 Pes , @

open, image, 2 fields (1 path, 1 image)

=] predict-images.zip
]

closed, image, 6 sources, 236 fields (234 ...

Figure 1.54: Select a single image source in the image input field

The model in Figure 1.54, “grape-strawberry”, was created from a dataset containing image features
Histogram of gradients. This set of image features are extracted by default for all image composite
sources. Creating a prediction using the model will be directed to the prediction form which presents
all input fields used by the model. One of them is the image field. Because this is a single prediction,
an image is input by using a single image source. Clicking on the input field box, single image sources
available will be in the dropdown list. There is also a search box which can be used to locate specific
ones.
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Figure 1.55: List the components of a composite source

Oftentimes single image sources were used for creating a composite source, they become component
sources of the composite source. Or an image was uploaded as a part of an archive file (zip/tar) which
created a composite source. In those cases, the composite source will be shown in the dropdown
list, along with an icon “List components”. In the example in Figure 1.55, predict-images.zip is a
composite source, click on the icon to show its component sources.
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Figure 1.56: Select a component of a composite source

After the component sources of the composite are listed, scroll the dropdown list to find the desired one,
then click to select it, as shown in Figure 1.56. There is also a search box to locate specific component
sources.

=. Predict using bluebird-gps-tagged .

label: ? 2 ®

Probability threshold: 50

Missing strategy: % & @ { | Select apositiveclass | ¥

gpslongitude 1 [ image_id ™

0

Allinput fields: [

-158.3

]

45.18

v

-97.10325 Select image

New prediction name

bluebird-gps-tagged @ Predict

Figure 1.57: Model prediction form, image field and more



In addition to images, models may use other fields, which will be in the prediction form too. As shown
in Figure 1.57, all the fields can be selected, and their input values be set by dragging the knobs on the
sliders or by entering precise values in their input boxes.

Once all fields are selected, click on the green button Predict to create a prediction.

Datasets Supervised = Unsupervised ~ Tasks WhizzML ~
ALl grape-strawberry &. = @
label: grape 97.92% ®
Iﬂ: 97.92% m @ Ei:l

x“’ &

[ o~ | A—
Missing strategy: Select a positive class v Probability threshold:
g
Allinput fields: [

image_id ™
o
. gg,'.\ 1659.)pg x|+ [

%

New prediction name

grape-strawberry @

Figure 1.58: Model image single prediction

After a new prediction is created, as shown in Figure 1.58, the predicted class is at the top of the form
along with its probability. The prediction interface is the same as ones created by non-image models.
Everything described earlier in this section (Subsection 1.7.2.2) applies.

1.7.2.3 Batch Predictions

BigML batch predictions allow you to make simultaneous predictions for multiple instances. All you need
is the model you want to use to make predictions and a dataset containing the instances for which you
want to obtain prediction. BigML will create a prediction for each instance in the dataset. Follow the
steps detailed below to create a batch prediction:

1. Select the BATCH PREDICTION option under the model 1-click menu (see Figure 1.59) or the CRE-
ATE BATCH PREDICTION option in the pop up menu of the list view (see Figure 1.60.)
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Figure 1.59: Batch predictions option from model 1-click menu
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Figure 1.60: Batch predictions option from model pop up menu

2. Select the dataset containing all the instances you want to create a prediction for. The instances
should contain the input values for the fields used by the model as predictors. You can also
select a subset of the model fields to be taken into account by configuring your prediction (see
Subsection 1.7.3.4.) BigML batch predictions can handle missing data in your prediction dataset
(see Subsection 1.7.3.1.)

3. Optionally, select the model you want to use for the prediction. BigML pre-selects the model
you created the batch prediction from at step 1, but you can change it at any time in the batch
prediction view by selecting another model from the model selector displayed in the right pane.
You can even switch to an ensemble or logistic regression by selecting the corresponding icon in
the top left menu.
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Figure 1.61: Select dataset for batch predictions

. After you have selected the model and the dataset, the batch prediction configuration options
(see Subsection 1.7.3) will appear along with a preview of the prediction output, which is for-
matted as a comma-separated list of values (CSV format). (See Figure 1.62.) The default output
includes all the fields in your prediction’s dataset plus a last column containing the calculated
predictions.

Note: BigML does not include the predictions’ confidence, probability or expected error by
default so you will have to configure your output file to include that information as explained
in Subsection 1.7.3.5.

Sources Datasets Models Clusters Anomalies Associations Tasks Scripts ¥
New Batch Prediction .
8 L
wines dataset - sample (80.00%)'s model x|V [ wines dataset - batchprediction x |v
S?\ I\ $ Total Sal... Fri, 20 May 2016 15:55:05 .l('l Fri, 06 May 2016 17:20:26
0.6 KB ‘ 5 16 1.0KB ‘ 8 20
Description: ® Description: ®
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Preview of the prediction file

Country,Grape,Rating,From Oregon?,Price,Total Sales,error,Total Sales,Total Sales
ABC,ABC,123,ABC,123,123, text, 123,123
ABC,ABC,123,ABC,123,123, text, 123,123
ABC,ABC,123,ABC,123,123, text, 123,123

ABC,ABC,123,ABC,123,123, text,123,123
ABC,ABC,123,ABC,123,123, text,123,123

Prediction name:

Batch Prediction of wines dataset - sample (80.00%)'s... with |||+ Reset Predict

Figure 1.62: Configuration options displayed and output preview



5. By default, BigML generates an output dataset containing the batch prediction results. You can
find in BigML Dashboard’s dataset list view and can use it as any other dataset to analyze the
batch prediction output afterwards. If you do not want a dataset with all the prediction results to be
created, you can deselect the button highlighted in Figure 1.63.

Sources Datasets Models = Clusters Anomalies Associations IESS Scripts =
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Country, Grape ,Rating,From Oregon?,Price,Total Sales,error,Total Sales,Total Sales
ABC,ABC,123,ABC,123,123, text,123,123
ABC,ABC,123,ABC,123,123, text,123,123
ABC,ABC,123,ABC,123,123, text, 123,123

ABC,ABC,123,ABC,123,123, text, 123,123
ABC,ABC,123,ABC,123,123, text,123,123

Prediction name:

Batch Prediction of wines dataset - sample (80.00%)'s... with |||+ Reset Predict

Figure 1.63: Create dataset from batch predictions

6. Once you are done configuring your batch prediction, click the predict green button to generate
it. This process may take some time depending on the size of the input dataset. (See Figure 1.64.)
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Figure 1.64: Create batch predictions

7. After the batch prediction has been created, you will be able to download a CSV file with all the
instances found in your input dataset along with the prediction corresponding to each one of them.
(See Figure 1.65.)

Sources Datasets Models = Clusters Anomalies Associations Tasks
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Output preview

Country,Grape,Rating,From Oregon?,Price,Total Sales,error,Total Sales,Total Sales
Austraila,Reisling,,No,14.95,95.73333,,73.661844,25.4375
Argentina,Chardonnay,89,No,19.99,61.42857, ,60.851683,61.42857
Austraila,Reisling,,No,18.95,25.4375,,41.444092,25.4375

Argentina,Pinot Grigio,,No,8.95,112.06667, ,107.16666800000003,112.06667
France,Malbec, ,No,17.99,54.73913,,58.356126,76.91072
Argentina,Cava, ,No,17.95,52.93694, ,53.117159,52.93694
Spain,Cava
ance . Pi

Download batch prediction |||O‘ Output dataset

Figure 1.65: Download batch prediction output CSV file

8. If you did not disable the option to create a dataset, as explained above (see step 4), an Output dataset
button will also be available to allow you to directly jump to the output dataset. (See Figure 1.66.)
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Figure 1.66: View batch predictions output dataset

1.7.2.3.1 Batch Prediction with Images

BigML models can be trained from images using extracted image features (Subsection 1.2.8). The input
of a batch prediction is a dataset. So when creating a batch prediction with images, the dataset has to
have the same image features used to train the model. The image features are in the dataset used to
create the model.

Datasets Supervised *  Unsupervised = Tasks WhizzML ~

New Batch Prediction &.
- - -
8 o2 L X8
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Description: @ iris dataset - extended - sample (100.00%) - extende...
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iris dataset - extended - sample (100.00%) - extende...
60 instances, 136 fields
Prediction name:
iris dataset - extended - sample (100.00%) - extende...
dataset with bluebird-gps-tagged

Figure 1.67: Batch prediction using an image dataset

As shown in Figure 1.67, the input for the model batch prediction is selected as predict-images, which
is a dataset consisting of six images and contains the default set of extracted image features, Histogram
of gradients.

Image features are configured at the source level. For more information about the image features and
how to configure them, please refer to section Image Analysis of the Sources with the BigML Dash-
board'®[11].

Bhttps://static. bigml.com/pdf/BigML_Sources.pdf
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For the rest of batch predictions with images, including batch prediction configuration options and output
datasets, everything stated earlier in current section (Subsection 1.7.2.3) applies.

1.7.3 Configuring Model Predictions

BigML provides several options to change its default behavior when calculating predictions. For single
predictions as well as for batch predictions you can configure the strategy used for handling missing
values (see Subsection 1.7.3.1.) and set a probability or confidence threshold for a given class only
for classification models (see Subsection 1.7.3.2.). For batch predictions, you can also set a default
numetric value for missing values (Subsection 1.7.3.3), the automatic fields mapping performed by
BigML (Subsection 1.7.3.4), and define the output file settings (Subsection 1.7.3.5.)

1.7.3.1 Missing Strategies

When you create a new prediction, BigML will automatically navigate through the corresponding model
to find the leaf node that best classifies the new instance.

However, it may just so happen that your new data (the instances you want to predict) does not have
populated values for all the fields used in building the original model. For example, imagine that you are
trying to predict diabetes and you have the patient’s glucose level and BMI (Body Mass Index) but not
his blood pressure. If the model arrives at a node where the blood pressure level is required, BigML can
handle this missing value by using one of these two strategies:

+ Last prediction: it returns the prediction value and confidence or probability of the parent node.

» Proportional: it combines all subtrees predictions beneath the current node based on the data
distribution of their child nodes in order to compute the prediction value and confidence or proba-
bility.

For single predictions you can select any of both Missing strategies by clicking in the icons shown in
Figure 1.68.
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Figure 1.68: Missing strategies for single predictions

For batch predictions you can find both options under the configuration panel as shown in Figure 1.69.
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Figure 1.69: Missing strategies for batch predictions

1.7.3.2 Confidence and Probability Threshold

Confidence and probability thresholds are only available for classification models, and they usually
make sense when you want to minimize false positives at the cost of false negatives. The positive class
will be predicted if its confidence or probability is greater than the given threshold, otherwise the following
class with greater confidence or probability will be predicted instead.

To configure a threshold for your single predictions follow these steps:

1. Select the probability or the confidence measure using the buttons shown in Figure 1.70. To

learn more about the differences between model confidences and probabilities refer to Subsec-
tion 1.2.6.
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2. Select the positive class, i.e. the class for which you want to apply the confidence or probability

threshold:

Figure 1.70: Select probability or confidence

= Predict using Diabetes diagnosis dataset | Trai... &.
[ Diabetes: True 95.56% @
95.56% @ @ @
4.44%
& «

Missing strategy: ﬁ, at

| Selectapositive class 4 |

robability threshold:

50%

False Allinput fields: [#
-
Glucose e _ . ™
0 - 248 = - 84
= 124 ) 46
BMI [  Diabetes pedigree &
0.0 - 83.88 0.0 - 3.01
@, 40.74 @, 1.46
Blood pressure [  Skinfold ®
0 . 142 0 78
| 39

3. Set a value for the threshold using the slider. The positive class will only be predicted when
the confidence or probability of the prediction is above the established threshold, otherwise the

Figure 1.71: Select the positive class



following class with higher probability or confidence will be predicted instead

e Predict using Diabetes diagnosis dataset | Trai... . =& @
¢ Diabetes: True 95.56% ®
95.56% @ @ @
a40%
o <
Missing strategy: @ & E .{E] . True * | ¥ Probability threshold: {/. 10% ]
Allinput fields: [¥)
Glucose 8 ™ Age 1 ™
0 B 248 8 - 84
124 46
BMI ¥ Diabetes pedigree ¥
pedig
0.0 83.88 0.0 3.01
& 40.74 & 1.46
Blood pressure [  Skinfold ™
0 . 142 0 78
< 7 & 39

Figure 1.72: Set a threshold

For batch predictions, you will find the same options under the CONFIGURE panel. (See Figure 1.73.)

.-

New Batch Prediction

. O
W L =

| Diabetes diagnosis dataset | Training (70%]) v1

x| v | Diabetis diagnosis dataset | Test (30%) x| v
£l $ Diabetes Fri,01 Dec 2017 19:20:59 i Wed, 08 Jun 2016 15:39:39
18 9 KB 8.1KB 10 231
inaixm:ls size fields instances
Description: Description: ®
% Configure @
| Select a positive class Probability threshold: 50% ]
Default numeric value: Select adefault value
Excluded fields: (O]
LB Viake sure that the fields in the Model and Dataset
Fields mapping: Default fields ®

Figure 1.73: Configure a threshold for batchpredictions



1.7.3.3 Default Numeric Value

If the dataset used to make the batch prediction contains instances with missing values for the numeric
fields you can easily replace them by the field’s Mean, Median, Maximum, Minimum or by Zero using
the Default numeric value before creating your batch prediction, (See Figure 1.74.)

Sources Datasets Supervised « Unsupervised + Tasks WhizzML «
New Batch Prediction .
nl ey | L | B
Diabetes diagnosis dataset | Training (70%) v1 x| Diabetis diagnosis dataset| Test (30%) x| T
ﬁ?‘ anll $ Diabetes Fri, 01 Dec 2017 19:20:59 ||(I:‘ Wed, 08 Jun 2016 15:39:39
Description: ® Description: ®
% Configure @
s | .
d.b & Selectapositiveclass | ¥ Probability threshold: 50
(Default numeric value: 0 Select a default value T ]
Excluded fields: ®
1
Fields mapping: Defaultfields @

Figure 1.74: Default numeric value for batch predictions

1.7.3.4 Field Mapping

By default, BigML maps fields based on their names. If there is a mismatch between the field names
in your model and those in the input dataset you selected for the batch prediction, you can specify the
right correspondence between the two sets of fields by explicitly assigning to each field appearing in the
“Model fields” column its associated input field in the “Dataset fields” column. (See Figure 1.75.)

If the dataset’s and model’s field names do not match but their IDs do, which happens when correspond-
ing fields appear in the same order, you can tell BigML to use the field ID instead of the field name to
map the fields. To this aim, click the green switcher shown in Figure 1.75.

If you do not want some of the fields to be considered during the evaluation, you can also manually
search for those fields and remove them from the “Dataset fields” column.



Sources Datasets Models = Clusters Anomalies Associations IESS Executions =

New Batch Prediction (<
Y Y
wines dataset's model X (v wines dataset - batchprediction x|V
S(!:‘ I\ $Tolal$al... Fri, 06 May 2016 10:32:27 I|:I:‘ Fri, 06 May 2016 17:20:26
07 KB ‘ 5 0 1 0KB 2 20
Description: (O} Description: ®
*’Q Configure ®
£
1
Fields mapping: Apply this map ®
Model fields Dataset fields Auto-mappingby:  NAME &
1. Country [ AsC_J 1. | Country G - |-
2. Grape | ABC ) 2. | Grape G - |-
3. Rating [ 123 3. | Rating @RI - |-
4. Price [ 123 4. | Price GEEED - |-

Figure 1.75: Fields Mapping for batch predictions

The fields mapping from the BigML Dashboard has a limit of 200 fields. For batch predictions with a
higher number of fields, use the argument field_map from BigML API'® if you need to map your fields.

1.7.3.5 Output Settings

As mentioned, batch predictions can create a CSV file containing all input instances along with the
predictions BigML calculated for each of them. Define the following settings to customize your prediction

file:

Separator: this option allows you to choose a separator for your output file values. The default
separator is the comma. You can also select the semicolon, the tab, or the space.

New line: this option allows you to set the new line character to use as the line break in the
generated csv file: “LF”, “CRLF”.

Output fields: this option allows you to include or exclude any of your dataset fields from the
output file from the preview shown in Figure 1.76.

Note: a maximum of 100 fields are displayed in the preview, but all your dataset fields are
included in the output file by default unless you exclude them.

Headers: this option includes or excludes a first row in the output file (and in the output dataset)
with the names of each column (input field names, prediction column name, probability and/or
confidence column name, field importances column names, etc.). By default, BigML activates the
headers.

Prediction column name: this option allows you to customize the name for your predictions
column. By default BigML uses the name of the model’s objective field.

https: //bigml.com/api/batchpredictions#bp_batch_prediction_arguments
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+ Confidence or expected error: this option allows you to include an additional column in the output
file with the confidence or expected error per instance. By default, neither the confidence nor the
expected error are included.

+ Confidence column name: this option allows you to customize the name for the confidence (or
expected error) column in case you include it in the output file. By default BigML uses “confidence”.

Probability: this option allows you to include an additional column in the output file with the pre-
dicted class probability for each instance. By default, it is not included.

Probability column name: this option allows you to customize the name for the probabilities
column in case you include it in the output file. By default BigML uses “probability”.

+ All class confidences: this option allows you to include the confidences for each class in the
objective field. There is a column per class, named "<class_name> confidence".

All class probabilities: this option allows you to include the probabilities for each class in the
objective field. There is a column per class, named "<class_name> probability".

+ Importances: this option allows you to include a column for each of the field relative importances
for the model predictions. There is a column per field, named "<field_name> importance".

2

Output settings @

Separator: New line:

, (comma) v | | Unix, Linux or OS X [LF) =

Prediction column name: Confidence column name: Probability column name:

s T %o
Qutput Fields:

% Pregnancies BEEERD | | - Glucose @ETEED |« Bioodpressure [ 123 |

% Skinfold @EEERD | | insulin BETEED |« v [ 123 |

» Diabetes pedigree BEEEED | |« Ace EETERD | |« Diabetes [ asc |

Preview of the prediction file

1d,Insulin,BMI,Diabetes pedigree,Age,Diabetes,weight,Diabetes

Prediction name:

Diabetis diagnos...set | Test (30%) with Diabetes diagnosis datz 1||+ Reset Predict

Figure 1.76: Output settings for batch predictions

1.7.4 Visualizing Model Predictions

Model predictions visualization changes depending on whether you are predicting one single instance
or you are predicting multiple instances using the batch predictions option. (See Subsection 1.7.4.1.)
1.7.4.1 Single Predictions

For single predictions you can find the prediction for your objective field at the top of the form along with
the performance measure.



+ For classification models you will find the objective field class predicted along with the proba-
bility or the confidence depending on which measure you select. You will also get all the class
distribution histogram according to the measure selected, i.e., all class probabilities or all class
confidences. (See Figure 1.77.)

= Predict using Diabetes diagnosis dataset | Trai... 5.
Diabetes: True 95.56% @
s PP F
Classes
} distribution
histogram
& <
Probability 1
Missing strategy: ';&? .Pb ﬁ a Selecta positive class | v Probability threshald:
Confidence ? Allinput fields: [
Glucose & Age ®
124 46
BMI [  Diabetes pedigree <A
40.74 1.46
Blood pressure (54 Skinfold ™
Il 39

Figure 1.77: Single predictions view for classification

+ For regression models you will get a numeric prediction and the expected error for that prediction
as shown in Figure 1.78.

Sources Datasets Models = Clusters Anomalies Associations IESS Scripts ¥ -
g W & Prediction for Total Sales &%b. @
Total Sales: 61.43 16.61
"
Missing strategy: d’b & Allinputfields: [
Price ¥  Grape 7]
2.44 41.50

21.41 Cabernet Sauvign... =

Country ¥  Rating 7]
88 91
Argentina hd 920

New prediction name

Prediction for Total Sales Save

Figure 1.78: Single predictions view for regression models

In either case, you can change any time the value of the displayed input fields to have your prediction
recalculated in real-time.

If you have saved your prediction, you can go back to it and visualize it.

Read a detailed explanation of confidence, the probability, and expected error calculations in Subsec-
tion 1.2.6 and Subsection 1.2.7 respectively.



1.7.4.1.1 Prediction explanation

Prediction explanation helps understand why a model makes a certain prediction. This is very useful in
many applications, and the reasons behind a model’s prediction are often as important as the prediction
itself.

BigML prediction explanation is based on Shapley values. For more information, please refer to this
research paper: A Unified Approach to Interpreting Model Predictions [3].

For any classification or regression model, you can request the explanation for the prediction by clicking
the prediction explanation icon and then click Save (see Figure 1.79).

Sources Datasets Supervised = Unsupervised = Tasks WhizzML +
el Predict using Titanic Survival (/.
Survived: TRUE 77.69% ®
T7.69%
2231%
&
&
& «‘2‘&
" —
Missing strategy: d.b ‘R. @ Selectapositiveclass | ¥ Probability threshold:

Allinput fields: [¥

Class/Dept  Age ™
0.0 92.5
1stClass L 44.93
Fare today ®  Joined ™
0 49438
£ 24719 Belfast A

New prediction name

Titanic Survival

Figure 1.79: Explain prediction

The prediction explanation represents the most important factors considered by the model in a prediction
given the input values. Each input value will yield an associated importance, as you can see Figure 1.80.
The importances across all input fields should sum 100%.
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Datasets  Supervised ~  Unsupervised + Tasks WhizzML =

- Titanic Survival &. 2~ @
Survived: TRUE 77.69%

—

@ db
FREDICTION EXPLANATION qa @ @
Input data Importance
Class/Dept 1st Class 81.98%

Fare today 24,719.00 1.80% +
Age 44.93 6.12% +
Joined Belfast 0.00%

Figure 1.80: Input field importances

For some input fields you will see a “+” icon next to the importance. This is because the importance
may not be directly associated with the input value, i.e., it can be explained by other reasons. In the
Figure 1.81 below, the importance of 6.12% for the field “Age” is not explained by this field being equal
to 44.93. Rather, it is because this field value is higher than 30.5 and lower than 45.47.

Datasets Supervised * Unsupervised « Tasks WhizzML +
s Titanic Survival &G = @
Survived: TRUE 77.69%
e
@ o
PREDICTION EXPLANATION DF @ @
Input data Importance
Class/Dept 1stClass 81.98%
Fare today 24,718.00 1.80% +
Age 44.93
Joined Belfast

Figure 1.81: See the detailed explanation

The prediction explanation for models is calculated using the prediction path of the decision tree.

Note: the input field importances in the prediction explanation are different from the overall field
importances of the model. A field can be very important for the model but insignificant for a
given prediction.

1.7.4.2 Batch Predictions

For batch predictions, you always get a CSV file and an optional output dataset.

1.7.4.2.1 Output CSV File

From the batch prediction view, you can access the CSV file containing your predictions for each of your
dataset instances in the last column. (See Figure 1.82.) You can configure several options to customize
your CSV file including the separator for the columns, the name of your prediction column, the dataset



fields you want to include, whether you want to include a first row with the names of your columns. You
can find a detailed explanation of those options in Subsection 1.7.3.5.

Note: by default BigML does not include the predictions confidence, probability or expected
error in your output file. Again you will need to click that option from the output settings panel if
you want to include it.

Sources Datasets Models = Clusters Anomalies Associations IESS Scripts ¥ -
ﬂ% ﬁ?‘ LT L Batch Prediction of wines datase... &- @
Wines Dataset - Sample (80.00%)'S Model (O] Wines Dataset - Batchprediction @

Output preview

Country,Grape,Rating,From Oregon?,Price,Total Sales,error,Total Sales,Total Sales
Austraila,Reisling, ,No,14.95,95.73333,,73.661844,25.4375
Argentina,Chardonnay,89,No,19.99,61.42857, ,60.851683,61.42857
Austraila,Reisling,,No,18.95,25.4375,,41.444092,25.4375

Argentina,Pinot Grigio,,No,8.95,112.06667, ,107.16666800000003,112.06667
France,Malbec, ,No,17.99,54.73913,,58.356126,76.91072
Argentina,Cava, ,No,17.95,52.93694, ,53.117159,52.93694

Download batch prediction ||i)‘ Output dataset

Figure 1.82: Download batch prediction output CSV file

See an output CSV file example in Figure 1.83 where the two last columns contain the prediction and
the confidence for each instance.

Pregnancies,Glucose,Blood pressure,Skinfold,Insulin,BMI,Diabetes,Confidence
8,183,64,0,0,23.3,True,0.6574

5,116,74,0,0,25.6,False,0.845

10,115,0,0,0,35.3,True,0.6469

8,125,96,0,0,0.0,False,0.9356

1,189,60,23,846,30.1,True,0.7574

1,108,30,38,83,43.3,False,0.675

7,103,66,32,0,39.1,False,0.7682

1,101,50,15,36,24.2,False,0.948

0,100,88,60,110,46.8,False,0.5413

Figure 1.83: An example of a batch prediction CSV file

1.7.4.2.2 Output Dataset

By default, BigML creates a dataset out of your batch prediction. (See Subsection 1.7.3.5.) You can
access your output dataset from the batch prediction view by clicking the Output dataset button shown
in Figure 1.85.
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Country, Grape,Rating,From Oregon?,Price,Total Sales,error,Total Sales,Total Sales
Austraila,Reisling,,No,14.95,95.73333,,73.661844,25.4375
Argentina,Chardonnay,89,No,19.99,61.42857,,60.851683,61.42857

Austraila,Reisling, ,No,18.95,25.4375,,41.444092,25.4375

Argentina,Pinot Grigio,,No,8.95,112.06667,,107.16666800000003,112.06667
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Argentina,Cava, ,No,17.95,52.93694, ,53.117159,52.93694
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ance .Pi ; 4

Download batch prediction |I% Output dataset

Figure 1.84: View batch predictions output dataset

In the output dataset you can find an additional field (named by default as per your model’s objective
field) containing the predictions for each one of your instances. If you configured your batch prediction
to include the confidence, the probability or expected error you will be able to find it in the last field of
your output dataset as shown in Figure 1.85.

Sources Models = Clusters Anomalies Associations Predictions IES S

NEV
B . soeo wines dataset - batchprediction - batchprediction B. B. =& O
AR Q x
Name ¢ Type ¢ Count Missing Errors Histogram
Country [ asC ] 19 1 0
Grape [ asC ] 18 2 0
[ |
From Oregon? 1 [ AsC ] 18 2 0
Price [ 123 ] 18 2 0 I I
ENEEEEEEEEEEEEE
- - ? ° o [—
error [ text 20 0
Total Sales [ 123 ] 20 0 0 I
A _lw_m_m
Confidence [ 123 ] 20 0 0 .. .
- |
Show | 10 fields 11010 0f 10fields [ 1]

Figure 1.85: Batch predictions output dataset

1.7.4.2.3 Batch Prediction 1-Click Actions

From the batch prediction view you can perform the following actions (see Figure 1.86):



* BATCH PREDICTION AGAIN: this option will redirect you to the batch prediction creation view, with
the same model and prediction dataset already selected. This option allows you to rapidly recreate
the batch prediction using a different configuration.

* BATCH PREDICTION WITH ANOTHER DATASET: this option allow you to easily create a batch predic-
tion using the same model and a different dataset.

* BATCH PREDICTION USING ANOTHER MODEL: this option allows you easily create a batch prediction
using the same dataset and a different model.

* NEW BATCH PREDICTION: this option redirects you to the batch prediction creation view where you
can select a prediction dataset and a model to create your prediction.

Sources Datasets Models = Clusters Anomalies Associations ESS Scripts = =
.ﬁ“ 5‘;‘ 0000 Batch Prediction of iris dataset... . @
.“'— BATCH PREDICTION WITH ANOTHER DATAS..
Iris Dataset - Sample (100.00%)'S Model @ Iris [ )

8}4 BATCH PREDICTION USING ANOTHER MOD..

i_. NEW BATCH PREDICTION

Output preview

3: DELETE BATCH PREDICTION

ength,sepal width,petal length,petal width,species,species
0.2,Iris-setosa,Iris-setosa
0.2,Iris-setosa,Iris-setosa
. . .3,0.2,Iris-setosa,Iris-setosa
..... 0.2,Iris-setosa,Iris-setosa

0.2

[

0 3

. )

.....

Iris-setosa,Iris-setosa
Iris-setosa,Iris-setosa

.....

,Ir1s setosa, Ir1s setosa

Aylea,

Figure 1.86: Batch prediction 1-click actions

1.7.5 Consuming Model Predictions

BigML provides plenty of means for developers to integrate BigML model predictions within their apps.
In the following sections, we will describe how you can use the BigML REST API and the BigML Python
bindings to work with model predictions.

1.7.5.1 Using Model Predictions via the BigML API

Model predictions have full citizenship in the BigML API. This means you can programmatically create,
update, list, delete, and use them for predictions. For example, this is how you can create a single
prediction using the command line from a given model and defining the input data. This will require
properly setting the BIGML_AUTH environment variable to contain your authentication credentials:

curl "https://bigml.io/prediction?$BIGML_AUTH" \
-X POST \
-H 'content-type: application/json' \
-d '{"model": "model/50650bdf3c19201b64000020",
"input_data": {"000001": 3, "000002":4.5, "000003"}}}'

For more information on using model predictions through the BigML API, please refer to prediction REST
API documentation®°.
1.7.5.2 Using Model Predictions via the BigML Bindings

BigML bindings provide a convenient way to access BigML REST API from your language of choice.
They offer a higher-level view of BigML Machine Learning resources and algorithms in a number of

Vnttps: //bigml.com/api/predictions
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languages, including Python, Node.js, Java, Swift, and Objective-C. For example, this is how you can
create a model prediction in Python using BigML bindings:

from bigml.api import BigML
api = BigML()
prediction = api.create_prediction("model/573d997058a27e0£620038df",
{"sepal length": 5,
"sepal width": 2.5},
{"name": "my prediction'"})

BigML bindings also provide the means to carry through predictions locally, without ever hitting the
network, which can greatly improve the latency of predicting from your apps. This is made possible
by BigML models being white-box, meaning you can download them and use them independently from
BigML. For example, the following code snippet shows how you can download a model and use it for
making a local prediction using the BigML bindings for Python:

from bigml.model import Model

from bigml.api import BigML

api = BigML()

model = api.get_model("model/502fdbff15526876610002615",
query_string="only_model=true;limit=-1")

local_model = Model(model)
prediction = local_model.predict({"petal length": 3, "petal width": 1})

For more information on using models through the BigML bindings, please refer to BigML bindings
documentation.

1.7.6 Descriptive Information

Descriptive information is what allows you to describe a prediction so you can find it later and easily
recognize it among other predictions.

Each prediction has an associated name, description, category, and tags. You can find a brief de-
scription for each concept in the following sections. In Figure 1.87, you can see the options that the
More info panel gives to edit them.

i 58 Prediction for Diabetes 5.

Edit
name

®
DETAILS @
@

INFO

Name: Category:
|—. Prediction for Diabetes ’ Miscellaneous ] .—|

Description: , Tags: , Edit
category
Edit
description ’—|
Edit
PRIVACY ® tags
Diabetes: True 75.75%
Missing strategy: T‘i; ‘ﬂ. Allinput fislds: [¥
Glucose [ BMI [

Figure 1.87: Edit predictions
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1.7.6.1 Name

If you do not specify a name for your predictions, BigML assigns a default name depending on the type
of predictions:

+ Single predictions: the name always follows the structure “Prediction for <objective field name>”

+ Batch predictions: BigML combines your prediction dataset name and the model name: “Batch
prediction of <model name> with <dataset name>”.

Predictions hames are displayed on the list view and also on the top bar of a prediction view. Predictions
names are indexed to be used in searches. You can rename your predictions at any time from the More
info panel.

The name of a prediction cannot be longer than 256 characters. More than one prediction can have
the same name even within the same project, since they are automatically assigned unique internal
identifiers.

1.7.6.2 Description

Each model prediction also has a description that it is very useful for documenting your Machine Learn-
ing projects. Predictions take the description from the models used to create them.

Descriptions can be written using plain text and also markdown?'. BigML provides a simple markdown
editor that accepts a subset of markdown syntax. (See Figure 1.88.)

Edit description

‘You can add formatting and links using a simple markdown language:
BI:=e

Description:

Write your description here

Cancel Update

Figure 1.88: Markdown editor for evaluations descriptions

Descriptions cannot be longer than 8192 characters and can use almost any character.

1.7.6.3 Category

Each prediction has associated a category taken from model used to create it. Categories are useful to
classify predictions according to the domain which your data comes from. This is useful when you use
BigML to solve problems across industries or multiple customers.

A prediction category must be one of the categories listed on table Table 1.2.

21https://en.wikipedia.org/wiki/Markdown
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Table 1.2: Categories used to classify predictions by BigML

Category

Aerospace and Defense

Automotive, Engineering and Manufacturing

Banking and Finance

Chemical and Pharmaceutical

Consumer and Retalil

Demographics and Surveys

Energy, Oil and Gas

Fraud and Crime

Healthcare

Higher Education and Scientific Research

Human Resources and Psychology

Insurance

Law and Order

Media, Marketing and Advertising

Miscellaneous

Physical, Earth and Life Sciences

Professional Services

Public Sector and Nonprofit

Sports and Games

Technology and Communications

Transportation and Logistics

Travel and Leisure

Uncategorized
Utilities

1.7.6.4 Tags

A prediction can also have a number of tags associated with it that can help to retrieve it via BigML API
or to provide predictions with some extra information. Your prediction inherits the tags from the model
use to create it. Each tag is limited to a maximum of 128 characters. Each prediction can have up to 32
different tags.

1.7.7 Model Predictions Privacy

The link displayed in the privacy panel is the private URL of your prediction, so only a user logged into
your account is able to see it. Neither single predictions nor batch predictions can be shared from your
BigML Dashboard by sharing a link, as you can do with other resources.

Sources Datasets Models = Clusters Anomalies Associations IES S

|I<|* oMY Batch Centroid of iris dataset -... @%. @
DETAILS ®
INFO ®

PRIVACY

¢

Private link

B  https://tropo.dev.bigml.com/dashboard/batchcentroid/5739fe37b95b3903dc000037

Figure 1.89: Private link of a prediction



1.7.8 Moving Model Predictions to Another Project

When you create a prediction it will be assigned to the same project where the original model is located.
You cannot move predictions between projects as you do with other resources.

1.7.9 Stopping Models Predictions

Single predictions are synchronous resources, so you cannot cancel them during the creation since
you get the result immediately.

Batch predictions are asynchronous resources, so you can stop the creation before the task is finished.
You can use the DELETE option from the 1-click action menu (Figure 1.90) or from the pop up menu on
the prediction list view. (See Figure 1.91.) You can see in Figure 1.91 that the objective field column
has the label PROCESSING to indicate the batch prediction is still in progress. If you stop the prediction
during its creation, you will not be able to resume the same task again, so if you want to create the same
prediction, you will have to re-start a new task.

Sources Datasets Models « Clusters Anomalies Associations IES S

g W &£ Prediction for Total Sales %. =)~

1outor1o (NNNININNRNIRERRNRRNRRIRRTRNINI

£

Figure 1.90: Stop prediction from the 1-click menu

Sources Datasets Models = Clusters Anomalies Associations Tasks Seripts 'E"'
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K?- Prediction for Species @ Species Iris-versicolor 5m

Prediction for Survi @ VIEWDETAILS Survived 1 5m 1w
Prediction for rating rating 3.57752 6m

Figure 1.91: Stop prediction from the predictions list view

1.7.10 Deleting Model Predictions

You can DELETE your single or batch predictions from the predictions view, using the 1-click action
menu (see Figure 1.92) or using the pop up menu on the predictions list view (see Figure 1.93.)
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Figure 1.92: Delete prediction from the 1-click menu
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Figure 1.93: Delete prediction from popu up menu

A modal window will be displayed asking you for confirmation. Once a prediction is deleted, it is perma-
nently deleted and there is no way you (or even the IT folks at BigML) can retrieve it.

Are you sure you want to delete this prediction?

If you delete this prediction, you will no longer have access to its data and you will need to
recreate it.

Figure 1.94: Delete prediction confirmation

1.8 Consuming Models

In the previous sections, we have described how you can create BigML models, configure them, use
them to make predictions, and more. This section will introduce a number of BigML features that en-
able interesting ways of taking advantages of BigML models: exporting them locally, and using them
programmatically via the BigML REST API and Bindings.

1.8.1 Exporting and Downloading Models

You can export your model in a variety of programming languages, in PMML or in Excel format. Just
click on the download icon in the top menu and select your preferred option.



The main goal of downloading your model in a programming language is to make local predictions faster
and at no cost. (See Subsection 1.7.5.2.)
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Figure 1.95: Download your model

If you are interested in exporting only the rules of a particular branch, you click on the branch leaf and
press SHIFT from your keyboard. An icon to export the branch rules will appear below the prediction
path. (See Figure 1.96.) Release the frozen view by pressing ESCAPE.
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Figure 1.96: Download branch rules

1.8.2 Using Models Via the BigML API

Models have full citizenship in the BigML API. This means you can programmatically create, update,
list, delete, and use them for predictions. For example, this is how you can create a model from the



command line with custom values for a few available arguments. This will require you have properly set
the BIGML_AUTH environment variable to contain your authentication credentials:

curl "https://bigml.io/model?$BIGML_AUTH" \
-X POST \
-H 'content-type: application/json' \
-d '{"dataset": "dataset/4f66a80803ce8940c5000006",
"name": "my model",
"range": [25, 125]}'

For more information on using models through the BigML API, please refer to model REST API docu-
mentation.

1.8.3 Using Models Via the BigML Bindings

BigML bindings provide a convenient way to access BigML REST API from your language of choice.
They offer a higher-level view of BigML Machine Learning resources and algorithms in a number of
languages, including Python, Node.js, Java, Swift, and Objective-C. For example, this is how you can
create a model in Python using BigML bindings:

from bigml.api import BigML

api = BigML()

prediction = api.create_model("dataset/573d997058a27e0£620038df",
"range": [1, 10],
{"name": "my Model"})

For more information on using models through the BigML API, please refer to BigML bindings documen-
tation.

1.9 Model Limits

BigML imposes a few limits on the characteristics of a model that it can handle:
* Fields: there is no enforced limit to the number of fields that can be present in a model.
+ Instances: there is no enforced limit to the number of instances that can be handled.
+ Classes: a maximum number of 1,000 distinct classes per field is allowed.

+ Term-tokens: BigML can handle up to 1,000 tokens total. In case multiple text fields are defined,
then the token limit per field is divided by the number of text fields.

» Term-full terms: BigML can handle up to 256 characters total.
+ Items: a maximum of 10,000 items per field is allowed.

* Node threshold: BigML supports a value between 3 and 2,000.

1.10 Descriptive Information

Each model has an associated nhame, description, category, and tags. A brief description follows for
each concept. In Figure 1.97, you can see the possibilities that the MORE INFO menu option gives to
edit them.
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Figure 1.97: Panel to edit a model’s name, category, description and tags

1.10.1 Model Name

Each model has an associated name that is displayed on the list view and also on the top bar of a model
view. Model names are indexed to be used in searches. When you create a model, by default, it gets
the name of the dataset used to create it. The name of a model cannot be longer than 256 characters.
There is no restriction on the characters that can be used in a model name. More than one model can
have the same name even within the same project, since they are automatically assigned unique internal
identifiers.

1.10.2 Description

Each model also takes the description from the dataset used to create it. Having a description can be
very useful for documenting your Machine Learning projects. Descriptions can be written using plain text
and also markdown??. BigML provides a simple markdown editor that accepts a subset of markdown
syntax. (See Figure 1.98.)

22nttps://en.wikipedia. org/wiki/Markdown
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Figure 1.98: Markdown editor for model descriptions

Descriptions cannot be longer than 8192 characters and can use almost any character.

1.10.3 Category

Each model has an associated category taken from the dataset used to create it. Categories are useful
to classify models according to the domain which your data comes from. This is useful when you use
BigML to solve problems across industries or multiple customers.

A model category must be one of the 24 categories listed on table Table 1.3.



Table 1.3: Categories used to classify models by BigML

Category

Aerospace and Defense

Automotive, Engineering and Manufacturing

Banking and Finance

Chemical and Pharmaceutical

Consumer and Retalil

Demographics and Surveys

Energy, Oil and Gas

Fraud and Crime

Healthcare

Higher Education and Scientific Research

Human Resources and Psychology

Insurance

Law and Order

Media, Marketing and Advertising

Miscellaneous

Physical, Earth and Life Sciences

Professional Services

Public Sector and Nonprofit

Sports and Games

Technology and Communications

Transportation and Logistics

Travel and Leisure

Uncategorized
Utilities

1.10.4 Tags

A model can also have a number of tags associated with it that can help to retrieve it via BigML API or
to provide models with some extra information. Models inherit the tags from the dataset used to create
them.

Each tag is limited to a maximum of 128 characters. Each model can have up to 32 different tags.

1.10.5 Counters

For each model, BigML also stores a number of counters to track the number of other resources that
have been created using the model. In the model view, you can see a menu option that displays these
counters. It also allows you to quickly jump to all the resources of one type that have been created with
this model as shown in Figure 1.99.
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Figure 1.99: Menu option to quickly access to resources created with a model

1.11 Models Privacy

In this section, you will learn about the privacy options that BigML provides for models, including how to
share a resource privately, or make it public through the BigML BigML Gallery.

Privacy options for a BigML model can be defined in the MORE INFO menu option, displayed in Fig-
ure 1.100. There are three levels of privacy for BigML models:

* Private: only accessible by authorized users (the owner and those who have been granted ac-
cess).
+ Shared: by enabling the secret link you will get two different links to share your model. The first

one is a sharing link that you can copy and send to others so they can visualize and interact with
your model. The second one is a link to embed your model directly on your web page.

» Public: accessible and clonable as private resources by any user. Public resources are listed in
BigML Gallery. (See Section 1.12).
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Figure 1.100: Models privacy options within the More Info menu option

1.12 Models in the BigML Gallery

This section will introduce the BigML BigML Gallery, which provides a marketplace for Machine Learning
models and workflows running on the BigML platform. Models and workflows published in the BigML
Gallery may have a price or be free.

Using the BigML Gallery, you can publish your models so they are available to other users, or you can
clone models that other users made public.



1.12.1 Publishing Models in the Gallery

You can make your model public for other BigML users. To accomplish this, publish your model in the
BigML Gallery following these steps:
1. Provide a description for your model, which is mandatory for models in the BigML Gallery. We
recommend you also assign a proper name, category, and tags to the model. (See Section 1.10
to learn how to update your model’'s descriptive information.)

2. Choose how to publish your model, either as a Black Box or a White Box model:

» Black Box models allow BigML users to make predictions with it, but they are not available
to purchase or clone. You can publish a Black Box model by clicking the black lock icon as
shown in Figure 1.101.
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Figure 1.101: Black Box models let other BigML users make predictions

A modal window will automatically appear asking for confirmation. Decide whether to share
your model for predictions for free, or sell it and obtain benefits per prediction. Set the

price you consider appropriate by just moving the price slider and click Update . (See Fig-
ure 1.102.)
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Figure 1.102: Set a price for other users to make predictions with your model



» White Box models allow users to clone or purchase the full model. Click the white lock icon
to share your model as White Box. (See Figure 1.103.)
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Figure 1.103: White Box models let other users to clone or purchase the full model

A modal window will automatically appear asking for confirmation. Decide whether to share
your model for free, or charge a price either by cloning the full model or by making predictions
with your model. Set the prices you consider appropriate by just moving the price slider and
click Update . (See Figure 1.104.)
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Figure 1.104: Set a price for other users to clone your model and make predictions

with it

3. After publishing your model, the gallery link automatically appears in the privacy panel and the



status changes from “Private” to “Black Box” or “White Box”, depending on your choice. You can
change the set price anytime by clicking on the edit icon. (See Figure 1.105.)

Gallery link
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FREE = ¢

Figure 1.105: Public status changed to Black Box and the gallery link is available

You can only publish a model when the model is yours. If you are using a model previously cloned
from another user, BigML will display a warning stating you cannot share that model or sell it. (See

Figure 1.106.)

Sources Datasets Clusters Anomalies Associations Predictions Tasks Scripts =
ga B, seee Wine sales model Ei, @ &b (=) @.

DETAILS ®
INFO (C]
PRIVACY ®

Private link

8 https://bigml.com/dashboard/model/576030bde003eadd9a001a18
Secret link
n |
Gallery link

Figure 1.106: A cloned model cannot be shared or sold

1.12.2 Cloning Models From Gallery

BigML lets you use models that are public in BigML Gallery. These models are publicly available be-
cause other users have shared them. Some of the models available are free of charge and others have
a specific cost. The owner of the model decides its cost. (See Subsection 1.12.1 for more details on

how to share or sell your models.)

1. To import a model from the Gallery into your Dashboard, first you need to clone it. The link that
gives you access to BigML public Gallery is on the very top menu on the left. (See Figure 1.107.)
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Figure 1.107: Access to BigML Gallery

2. Select “Models” on the top menu. Then click the model you are interested in. (See Figure 1.108.)
Clone it by clicking the Buy label. If the model is free of charge, click the Free label, which

changes to Buy when you mouse over it, but actually BigML will not charge you anything.
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Figure 1.108: BigML public gallery

3. If the dataset that was used to create the model is also available in the gallery, a modal window
(see Figure 1.109) will be displayed asking you if you want to add it to your current purchase. Click
the Yes button to confirm you want to clone it along with the model; No to just buy the model.

Model's dataset is available
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.
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Source

etsy.com import.io shops
ecommerce  crawler

Do you want add it to your
current purchase?
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available for purchase for:

~FREE.
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Figure 1.109: Modal window to confirm you want to buy the model’s dataset

4. A modal window (see Figure 1.110) will be displayed asking you for confirmation.



Clone this model

You are about to clone this model

Cancel Clone

Figure 1.110: Modal window to confirm you want to clone this model

5. Your new model goes directly to your BigML Dashboard. Notice that any task performed from a
cloned model from BigML Gallery is free of charge, no matter the size of the task to be performed.

1.13 Moving Models to Another Project

When you create a model it will be assigned to the same project where the original dataset used to

create it belongs to.

Models can only be assigned to a single project. However, you can move models between projects. The

menu option to do this can be found in two places:

1. In the model detail view, within the 1-click actions menu (see Figure 1.111).
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Figure 1.111: 1-click menu option to move models

2. In the model list view, within the pop up menu (see on Figure 1.112).
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Figure 1.112: Pop up menu option to move models

1.14 Stopping Model Creation

You can also stop a model’'s creation process before the task is finished from the 1-click menu (Fig-
ure 1.113) or from the pop up menu in the models list view (Figure 1.114).

Sources Datasets m Clusters Anomalies Associations Predictions Tasks Scripts

?
| [E]" PREDICT QUESTION BY QUESTION

—_ o species: ?
7&— @) @" PREDICT

il ( ‘ s@ BATCH PREDICTION
066 |% ('7\ & S, 3335 |% ‘ Predictions for: species v
\ —
| B evawuate
x

& Exp

. l'; MOVETO...

8 i . eceo iris.csv dataset's model B & & G- ®
®

Q

© ®

Figure 1.113: 1-click menu option to stop a model’s creation
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Figure 1.114: Pop up menu option to stop a model’s creation

A modal window (Figure 1.115) will be displayed asking you for confirmation.

Are you sure you want to delete this model?

If you delete this model, you will no longer have access to it and you will need to recreate it
from your datasets.

N

Figure 1.115: Menu option to stop a model’s creation

Note: if you stop the model during its creation, you will not be able to resume the same task. If you want
to create the same model, you will have to start a new task.

1.15 Deleting Models

You can delete your models using two different options:

» From the model view, using the 1-click action menu (Figure 1.116).
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Figure 1.116: Menu option to delete a model

+ Using the pop up menu on the model list view (Figure 1.117).
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Figure 1.117: Model deletion pop up menu option

A modal window (see Figure 1.118) will be displayed asking you for confirmation. Once you delete a
model, it is deleted permanently and there is no way you (or even the IT folks at BigML) can retrieve it.

Are you sure you want to delete this model?

If you delete this model, you will no longer have access to it and you will need to recreate it
from your datasets.

N

Figure 1.118: Model deletion modal window



1.16 Takeaways

This chapter explained models in detail. We conclude it with a list of key points:

BigML models are human friendly as opposed to many other Machine Learning models. They
provide a set of rules organized in a tree structure that are easy to understand for non-experts.

You can use BigML models to solve classification and regression problems.

BigML models support any type of fields as input fields (categorical, numeric, date and time, text,
and items fields).

BigML Models are not affected by uninformative or redundant fields.
Normalization is not needed.
To build a BigML model you just need a dataset. (See Figure 1.119).

A BigML model can be an input to an evaluation, to a prediction, or to a batch prediction. (See
Figure 1.119).

A BigML model can be the output of a cluster [8]. (See Figure 1.119).

You can create a BigML model with just 1-click or configure it as you wish. BigML models are easy
to tune without having to configure difficult parameters.

You can also create models using BigML REST API or the BigML bindings for your language of
choice.

If you do not specify any objective field, BigML will use the last valid field in your dataset.

You can choose three different pruning strategies when building your BigML model to avoid over-
fitting: smart pruning, statistical pruning, or no statistical pruning.

By default, BigML models do not consider missing values when choosing splitting rules, but you
can explicitly include them.

You can set the maximum number of nodes you want for your BigML model. Greater number of
nodes will grow more complex trees that will perform better with the training data at the expense
of generalization.

To deal with imbalanced datasets, BigML provides three different options to assign specific weight
your instances: balance objective, objective weights, weight field.

For classification problems, the confidence is a measure of the model’s certainty when predicting
a class at a certain node.

For regression problems, the expected error is a measure of the expected error at a node.

You can visualizeBigML models in an interactive decision tree’s structure or with the Sunburst
view.

BigML provides a summarized view of your model, including: the data distribution, prediction dis-
tribution, field importance, and the rules summary.

You can easily see which fields in your dataset have more impact on predictions by clicking in the
model's summary report.

You need to evaluate your model’s performance using data that the model has not seen before.
Evaluating a model is a key step to understand if that model is satisfactory or needs training
adjustments. In the latter case, you can use different creation options until you achieve the desired
evaluation results.

You can download your model to your preferred programming language to use it in your local
environment, and make predictions faster at no cost.

Once you get a satisfactory model, you can make single or batch predictions using your model.



BigML provides local predictions from the BigML Dashboard for single instance predictions. Local
predictions allow you to get a real-time prediction without consuming any credits or requiring an
internet connection.

BigML batch predictions allow you to make simultaneous predictions for multiple instances. For
batch predictions, you always get a CSV file and an optional output dataset.

You can furnish your model with descriptive information (name, description, tags, and category).
You can clone an existing model from BigML Gallery.

You can share your model in the BigML Gallery as Black Box or White Box, so other BigML users
can clone your model and make predictions with it.

You can stop the model’s creation before the task is finished.

You can permanently delete a model.
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l ' Model Prediction
Dataset E
Batch prediction

Figure 1.119: Model Workflows



Ensembles

2.1 Introduction

There are multiple Machine Learning problems that can be solved using supervised Machine Learning
techniques. Some of these problems require to predict an output variable (objective field) given a num-
ber of input variables (input fields). These problems can be divided into classification and regression
depending on whether you need to predict a category (label or class) or a continuous value (a real
number), respectively. To learn more about concrete use cases for both problems refer to Section 1.1.

However, most of these problems cannot be solved with a single model. One of the pitfalls of Machine
Learning is that the algorithm has the potential to overfit' your data, so its performance on your training
data is very good, but it does not generalize well to new data, which makes single tree models poorer
predictive models. Ensembles avoid this disadvantage.

An ensemble is a collection of multiple decision trees which are combined to create a stronger model
with better predictive performance. An ensemble of models built on samples of the data can become a
powerful predictor by averaging away the errors of each individual model. Generally, ensembles perform
better than a single decision tree because they are less sensitive to outliers in your training data, which
helps them mitigate the risk of overfitting and generalize better when applied to new data.

Depending on the nature of your data and the specific values for the ensemble parameters, you can
significantly boost the performance over using a single model. For a technical explanation of why en-
sembles perform better, please see this tutorial paper? from our Chief Scientist, Tom Dietterich [2].

BigML currently provides three types of ensembles:

» Bagging (also known as Bootstrap Aggregating): this algorithm builds each single model com-
posing the ensemble from a random subset of the dataset instances. By default the samples are
taken using a rate of 100% with replacement (this is explained in Subsection 2.4.9). While this is
a simple strategy, it often outperforms more complex strategies. Read more about Bagging®.

+ Random Decision Forests: similar to Bagging but it adds an additional element of randomness
by choosing a random subset of features at each tree split. Read more about Random Decision
Forests*.

» Boosted Trees: (or gradient boosted trees) this algorithm sequentially builds a set of weak learn-
ers and then combines their outputs in an additive manner to get a final prediction. In every
boosting iteration, each single model tries to correct the errors made in the previous iteration by
optimizing a loss function. Read more about Gradient Boosting®.
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See Subsection 2.4.3 for an explanation of each algorithm.

This chapter contains comprehensive description of BigML’s ensembles including how they can be cre-
ated with 1-click (Section 2.3), all configuration options available (Section 2.4), and the visualization
provided by BigML (Section 2.5). Once you create an ensemble, you can get a report for each field
importance (see Subsection 2.2.2), and a heatmap chart, known as Partial Dependence Plot (Sec-
tion 2.5), to visualize the impact of your input fields on predictions. See Section 2.6 for an explanation
of how ensembles can be used to make predictions. Moreover, you can also export your ensembles in
different formats to make local predictions faster at no cost (Subsection 2.7.1), move your ensembles to
another project (Section 2.11), or delete them permanently (Section 2.13). The process to evaluate your
ensemble’s predictive performance in BigML is explained in a different chapter (Chapter 7).

In BigML, the third tab of the main menu of your Dashboard allows you to list all your available ensem-
bles. In the ensembile list view (Figure 2.1), you can see, for each ensemble, the Dataset it was created
from, the ensemble’s Name, Type (either classification or regression), Objective (objective field name),
Age (time elapsed since it was created), Size, and number of predictions, batch predictions, or eval-
uations that have been created using that ensemble. The SEARCH menu option in the top right corner
of the ensemble list view allows you to search your models by name.
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Figure 2.1: Ensembles list view

By default, when you first create an account at BigML, or every time that you start a new project, your
list view for ensembles will be empty. (See Figure 2.2.)

Sources Datasets Clusters Anomalies Associations Predictions Tasks Scripts *
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Figure 2.2: Empty Dashboard ensembles view

Finally, in Figure 2.3 you can see the icon used to represent a model in BigML.
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Figure 2.3: Ensemble icon

2.2 Understanding Ensembles

In this section, we are going to describe a few internal details about ensembles and how BigML imple-
ments them. Specifically, since ensembles are based on BigML models, all the information provided in
Section 1.2 also applies to ensembles, unless overridden here.

BigML grows ensembles in a very similar way to how it grows simple models (see Section 1.2). In
particular, BigML does not use dataset streaming (see Subsection 1.2.1) for ensembles, thus requiring
the entire dataset to be loaded into memory. This choice is motivated by the intrinsic behavior of growing
ensembles, which aggressively uses sampling to be able to create multiple significant models from the
same dataset.

2.2.1 Decision Forests Versus Boosted Trees

BigML offers three types of algorithms, Bagging, Random Decision Forests (which are included un-
der the same ensemble type in BigML called Decision Forests), and Boosted Trees. The following
subsections contain some technical details of the main commonalitites and differences for these meth-
ods. To read about the situations under which is better to use one method or another please refer to
Subsection 2.4.3.

All ensemble methods have in common that they are composed by several single trees and their output
is combined to yield a final prediction. The ensemble always has a better performance than each of the
individual learners it is composed of.

The main difference between Decision Forests and Boosted Trees is the way single trees are grown
and the way their predictions are combined to get the final ensemble prediction. See the following
subsections for a detailed expalanation.

2.2.1.1 Single trees

Each single tree in Decision Forests tries to predict the objective field using certain level of randomess,
either by selecting a random percentage of the dataset instances (Bagging) and/or by selecting a random
subset of the input fields at each split (Random Decision Forests). However, in Boosted Trees, each
single learner, instead of predicting the objective field, tries to learn from the mistakes made by the
previous model by fitting a gradient step towards minimizing the error of the previous classifier. For
regression problems, the error is the usual squared error (the squared difference between the true
objectives and the current prediction). For classification problems, a tree is trained for each class
in each iteration. The scores from the trees are normalized using the softmax function® to obtain a
probability distribution over classes given a datapoint. The error is the difference between this distribution
and the “true distribution” over classes for the datapoints, which is one for the correct class and zero for
all others.

Another characteristic for Boosted Trees is that they have a weight associated with each tree which
measures their importance to calculate the final ensemble prediction. The weights are chosen via a line
search’, where possible weights are evaluated on a group of test points to find a weight that is near-
optimal. Test points for the line search are randomly selected from the training data. Lastly, the weights
are multiplied by the learning rate (see Subsection 2.4.7.2) to calculate the final weight. Read more
about choosing weights using line search here®.
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2.2.1.2 Ensemble predictions: confidence, probability and expected error

For Decision Forests, single tree predictions are averaged to get a final prediction. The same quality
measures obtained when building a single model are returned for Decision Forest predictions: confi-
dence and probabilities, for classification problems, and expected error, for regression problems. Find
the calculations details for each measure in Subsection 1.2.6. For regression ensembles, all the single
trees predictions are averaged to get a single prediction. For classification ensembiles, all the per-class
confidences and probabilities are averaged taking into account all the trees in the ensemble. The class
with the highest confidence or probability is returned. There is an additional technique to calculate pre-
dictions for classification problems called “votes”. It is based on the percentage of trees voting for each
class in the ensemble to select the winner class. See Subsection 2.6.3.2 for a detailed explanation about
probabilities, confidences and votes to calculate predictions.

For Boosted Trees, the single model predictions are additive rather than averaged. For boosted trees
you only get the class probabilities in the case of classification ensembles, neither the confidence or
the expected error can be calculated. For regression ensembles the final prediction is generated by
calculating the sum of each tree prediction multiplied by its boosting weight (see the explanation for
boosting weight in Subsection 2.2.1.1). The expected error cannot be calculated for Boosted Trees so
there is not quality measure returned for regression problems. Predictions for classification ensembles
are similar, but separate weighted sums are found for each objective class. The resulting vector of
weighted sums is then transformed into class probabilities using the softmax function®. Hence, the
probability for each of the classes in the objective field is returned to measure the prediction quality for
boosting.

2.2.2 Field Importance

As with individual decision trees, the field importance for ensembles provides a measure of how impor-
tant a data field is relative to the others. It is computed by taking a weighted average of how much each
field reduces the predicted error of the tree at each split (more details in Subsection 1.2.5). For individual
trees this measure can be misleading as it assumes that the tree structure is correct, but for ensembles
it is a more meaningful measure. (See Figure 2.4).
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Figure 2.4: Field importance for ensembles

To visualize the marginal contribution of a field in the ensemble predictions, BigML offers Partial Depen-
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dence Plots. You can find a detailed explanation in Section 2.5.

Note: The concept of field importance is also used in prediction explanation for single predic-
tions (See Subsection 2.6.4.1.1). But they are calculated differently. A field can be very important
for the ensemble but insignificant for a given prediction.

2.2.3 Ensembles with Images

BigML ensembles do not take images as input directly, however, they can use image features as those
fields are numeric.

BigML extracts image features at the source level. Image features are sets of numeric fields for each
image. They can capture parts or patterns of an image, such as edges, colors and textures. For
information about the image features, please refer to section Image Analysis of the Sources with the
BigML Dashboard'°[11].
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Figure 2.5: A dataset with images and image features

As shown in Figure 2.5, the example dataset has an image field image id. It also has image features
extracted from the images referenced by image_id. Image feature fields are hidden by default to reduce
clutter. To show them, click on the icon “Click to show image features”, which is next to the “Search by
name” box. In Figure 2.6, the example dataset has 160 image feature fields, called Wavelet subbands.

Ohnttps://static. bigml.com/pdf/BigML_Sources.pdf
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Figure 2.6: A dataset with image feature fields shown

From image datasets like this, ensembles can be created and configured using the steps described in
the following sections. All other operations including prediction, evaluation applies too.

2.3 Creating Ensembles with 1-Click

To create an ensemble in BigML you have two options: either the BigML unique 1-click feature which
provides a convenient way to quickly train an ensemble from a dataset, or configuring a number of
options that give you fine control on how the ensemble is created. This section will guide you through
the process of creating an ensemble with just 1-click.

By far, the easiest and quickest way to create an ensemble is using the 1-CLICK MODEL option that is
available in the 1-click action menu. (See Figure 2.7.)
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Figure 2.7: 1-click ensemble from dataset detail view

Alternatively, you can select the 1-CLICK MODEL option in the 1-click action menu from the dataset list
view. (See Figure 2.8.)
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Figure 2.8: 1-click ensemble from dataset list view

Both options build a new ensemble using default values for all available configuration options (see Sec-
tion 2.4). This can give you a quick starting point to understand how your ensembles behaves and how
it can be improved.

Creating an ensemble may take a variable time, depending on how big your dataset is, your subscription
plan, etc. Once your ensembile is ready, it will be automatically displayed on your BigML Dashboard and
you will be able to explore it through BigML visualizations (see Section 2.5), and using it for evaluations
(see Chapter 7) or predictions (see Section 2.6.)

2.4 Ensemble Configuration Options

While 1-click creation (see Section 2.3) provides a convenient and easy way to create an ensemble from
a dataset, there are cases when you want more control. This section will focus on the options that BigML
offers to configure its internal algorithms for BigML ensembles.

You can set a number of parameters that affect the way BigML creates ensembles from a dataset. Such
parameters can be grouped in two categories:

» Parameters that are permanently associated to the dataset, such as its objective field and preferred
fields. Once you provide a value for a dataset’s permanent parameters, they will be used as a
default value for the creation of ensembles from that dataset.

+ Parameters that only affect the ensemble that is currently being created and that you are expected
to set each time, such as included/excluded fields, and a number of configuration options that are
described below. The objective field can also be specified on a per-ensemble basis, if you do not
want to tie it to the dataset as described above.

Set a dataset’s permanent parameters by clicking on the edit button that is displayed when you hover
on the dataset’s fields. This opens a modal dialog where you can set some of the field properties (See
Figure 2.9).
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Figure 2.9: Configure permanent parameter modal

Click on the preferred field button to make that field non-preferred.

Click on the objective field button to make that field the new objective field.

To access the configuration panel, select the CONFIGURE ENSEMBLE menu option located in the config-
uration menu of your dataset’s detail view. (See Figure 2.10.)
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Figure 2.10: Configure ensemble

When the configuration panel is displayed, you can:

+ Select or deselect individual fields for them to be included in or excluded from the ensemble com-
putation.

» Change the objective field used for the ensemble to be created.

» Manually configure a number of configuration options or automatically optimize these options.

Note: when the configuration panel is displayed, the edit is not visible, so you cannot set
the dataset’s permanent properties.



Configuration options are the same for ensembles as for models (Section 1.4) plus a few more: type
of algorithm (Decision Forests —which includes bagging and random decision forests— and Boosted
Trees), number of models, random candidates, and the Boosting parameters (number of iterations, early
stopping, learning rate and setp out of bag). Sampling options are also important for the configuration
of ensembles. (See Subsection 1.4.7).

You can find a detailed explanation of the configuration options below.

2.4.1 Obijective Field
Also known as “target field”, the objective field is the output variable you want to predict.

Select your objective field in BigML in either of two ways. Specify the objective field each time you
create an ensemble from the configuration panel or set a field as the default objective for all ensembles

by clicking the edit button and then the objective field button.

By default, BigML will use the last valid field in your dataset as objetive, with the exemption fields of type
text and items that cannot be used as objective.
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Figure 2.11: Ensemble objective field

2.4.2 Automatic Optimization

You can turn on the Automatic optimization option so BigML will automatically tune the parameters of
your ensemble (see Figure 2.12).
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Figure 2.12: Automatic optimization

The high number of possible combinations for parameter values makes it difficult to find the optimum
configuration since the combinations that lead to a poor result outnumber the ones that result in a
satisfying performance. Hand-tuning different configurations is a time-consuming process that requires
a high level of expertise and intuition. To combat this problem, BigML offers first-class support for
automatic ensemble parameter optimization.

Behind the scenes, BigML uses the same technology for ensemble parameter optimization as the one
used for OptiML. If you want to know more about the technical details, please read the Chapter 2 of the
document OptiML with the BigML Dashboard [10].

When you turn on the Automatic optimization option, all the ensemble parameters will be disabled
(because they will be automatically optimized), except the Missing splits and the Weights parameters
which you can manually configure (see Subsection 2.4.6.2 and Subsection 2.4.8).
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Figure 2.13: Configure the missing splits and weights for your ensemble

Note: there is a maximum of 256 trees per ensemble that will be tried out during the optimization
process. If you think that your ensemble needs a higher humber of models, you can manually
configure it.

Since the optimization process can take some time, BigML offers two configurable parameters to limit the
time to create the optimized ensemble: a training duration (see Subsection 2.4.2.1) and the ensemble
candidates (see Subsection 2.4.2.2).

2.4.2.1 Training duration

The scale parameter to regulate the ensemble runtime. It's set as an integer from 1 to 10. It indicates
the user preference for the amount of time they wish the optimization to take. The higher the number,
the more time that users are willing to wait for possibly better ensemble performance. The lower the
number, the faster that users wish the ensembile training to finish. The default value is set to 5.

The training duration is set in a scale. The actual training time depends on the dataset size, among other
factors.
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Figure 2.14: Training duration

2.4.2.2 Ensemble candidates

The maximum number of different ensembles (i.e., ensembles using a unique configuration) to be trained
and evaluated during the optimization process. The default numbre is 128 ensembles which is usually
enough to find the best ensemble, but you can set it from 4 up to 200. Only the top-performing ensemble
will be returned. If the training duration is very low (see Subsection 2.4.2.1) given the dataset size, it is
possible that not all the ensemble candidates will be tried out.
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Figure 2.15: Ensemble candidates

24.3 Type

This option allows you to choose between two methods to build your ensemble: Decision Forests and
Boosting. (See Figure 2.16.) By selecting Decision Forests you can either build a Bagging or a Random
Decision Forests ensemble. By default, Decision Forests take a random subset of instances from the
dataset, which creates a Bagging ensemble. You can also add an additional element of randomness
by choosing random features at each split (see Subsection 2.4.6.4) so you get a Random Decision
Forest ensemble. By choosing Boosted Trees BigML builds gradient boosting trees. Read a technical
description about Decision Forests and Boosted Trees in Subsection 2.2.1.

There is not an easy answer for the question of which method yields the best resutls. Usually you
will have to try and test all options. However, depending on your dataset’s characteristics, you can
sometimes have an initial idea of which may perform better.



In Boosted Trees, the effect of additional trees is essentially an expansion of the hypothesis space in a
way that it is not for Decision Forests. So if you expect the decision function to be very complex and you
have a lot of data, boosting may work better than Decision Forests.

On the other hand, if you have a noisy domain, where overfitting is a concern, Decision Forests may be
a better option than Boosted Trees, since boosting is more vulnerable to label noise.

Finally, if you have what you suspect is an "easily learnable” function, the additional power offered by
Boosted Trees, or even Random Decision Forests, may not help; a more simple method, like Bagging or
even models may perform better than the other two options.
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Figure 2.16: Ensemble type: Decision Forests or Boosted Trees

2.4.4 Number of Models

This option allows you to configure the number of decision trees to create your ensembles when you
select Decision Forest as your ensemble type (see Subsection 2.4.3). By default, the number of models
is set to 10 and the maximum allowed is 1,000 trees. (See Figure 2.17.) For Boosted Trees the number
of models will be determined by the number of iterations (see Subsection 2.4.5) with a maximum of
2,000 trees per ensemble.

Generally, increasing the number of trees will yield better results. Furthermore, there is no downside
except higher computational time. The situations where more models are likely to provide the most
improvements are those where the dataset is not very large (e.g., in the thousands of instances or less),
the data is very noisy, and (in the case of Random Decision Forests) when there are many correlated
features that are all somewhat useful.

Take into account that each additional model tends to deliver less marginal improvement, so if the differ-
ence between nine and ten models is very small, it is very unlikely that an eleventh model will make a
big difference.
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Figure 2.17: Number of models

2.4.5 Number of lterations

This parameter sets the maximum number of iterations to be performed when Boosted Trees is se-
lected. For regression ensembles, one boosted tree will be generated for every iteration. For classifi-
cation ensembles, however, “N” trees will be generated for every iteration where “N” is the number of
classes in the objective field.

By default, the number of iterations is 10 and the maximum allowed is 1,000 with a limit of 2,000 maxi-
mum single models built. If you set 1,000 iterations using a dataset with more than two classes for the
objective field, in the case the ensemble reaches the maximum of 2,000 trees, it will stop.

Note: when one of the early stopping options is enabled (see Subsection 2.4.7.1), the final num-
ber of iterations may be lower than the number of iterations configured.

Sources Supervised ¥ Unsupervised * Predictions = Tasks

= HO. ecee Diabetes diagnosis dataset | Training (70%) O =%
ENSEMBLE CONFIGURATION n
Objective field: Type: Number of models: MNumber of iterations:
10 10
Diabetes ABC v Boosted Trees v —~
Ld
% Advanced configuration ®

Ensemble name:

. " . . I )
Diabetes diagnosis dataset | Training (70%)'s ensemble - boost Reset £ create ensemble
B - Q x
Name ¢ Type ¢ Count Missing Errors Histogram
Pregnancies [ 123 ] 537 0 0 IIIII
| [[] [ —
Glucose 123 537 0 4] I""I“I"
vl [

Figure 2.18: Number of iterations



2.4.6 Trees

Since ensembles are composed of several decision trees, some of the parameters that can be configured
for BigML models, can also be applied for ensembles like Missing splits and the Node threshold. You
can also use the Randomize parameter to select a random subset of your fields at each split and
create a Random Decision Forest. You can find a detailed explanation of the three parameters in the
subsections below.

2.4.6.1 Pruning

If pruning is enabled, BigML determines whether each tree split increases the confidence (for classifi-
cation ensembles) or decreases the expected error (for regression ensembles). If it does not, then the
split is pruned away. As explained in Subsection 1.2.4, pruning strategies are key to avoid overfitting, a
phenomenon that reduces an ensemble’s ability to generalize. The statistical pruning is only available
for decision forests (see Subsection 2.4.3).

In BigML you can choose three different strategies for pruning (Figure 2.19):
« Smart Pruning: considers pruning the nodes with less than 1% of the instances.
« Statistical Pruning: considers every node for pruning.
* No Statistical Pruning: deactivates pruning altogether.

By default, BigML uses Smart Pruning to create your decision forests.

2.4.6.2 Missing Splits

When training an ensemble, BigML may encounter missing values, which can be either considered or
ignored for the definition of splitting rules.

To include missing splits in your ensemble, enable the missing splits option. (See Figure 2.19.) If
missing values are included in your ensemble, you may find rules with predicates of the following kind:
field x = "is missing" Or field x = "y or is missing".

BigML includes missing values following the MIA approach '’ [14].

By default, BigML does not include missing splits.

2.4.6.3 Node Threshold

Set the node threshold to set a limit to each single tree growth within the ensemble. (See Figure 2.19.)
A lower threashold simplifies the ensemble while helping to avoid overfitting. However, it may also have
reduce the ensemble’s predictive power compared to deeper ensembles. The ideal number of nodes
may depend on the dataset size and the number of features. Larger datasets with many important
features may require more complex ensembles. Reducing the number of nodes can also be useful to
get an initial unerstanding of the basic data patterns. Then you can start growing the ensemble from
there.

By default, BigML sets a 512 node threshold. Since nodes are computed in batches, on occasion the
final number of nodes can be greater than the node threshold. (See Subsection 1.2.2.)

2.4.6.4 Randomize and Random Candidates

The randomize option allows another layer of randomization and it works for Decision Forest and for
Boosted Trees. If randomize is enabled, a random subset of the input fields will be selected at each
tree split. If you selected Decision Forest as the ensemble type (see Subsection 2.4.3), this will create a
Random Decision Forest.

When you click the randomize option, the random candidates option will be enabled so you can con-
figure the number of input fields in the random subset to be consider at each split. BigML provides three
options (Figure 2.19):

"http://oro.open.ac.uk/22531/1/decision_trees.pdf


http://oro.open.ac.uk/22531/1/decision_trees.pdf
http://oro.open.ac.uk/22531/1/decision_trees.pdf

+ Default: the number of fields is the square root of the total number of input fields. This is a basic
rule which works pretty well in most cases.

* Number of fields: this sets a fixed number of the fields to be considered at each spilit.

+ Ratio of fields: sets the number of fields to be considered at each split as a percentage of the
total number of input fields.

Note: for text fields each term (e.g., each word if space is the chosen separator) counts as an
individual field.
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Figure 2.19: Trees parameters configuration

2.4.7 Boosting Parameters

When you select Boosted Trees as the ensemble type (see Subsection 2.4.3), the parameters in the
Boosting tab will be enabled: early stopping and learning rate. See the following subsections for a
detailed explanation.

2.4.7.1 Early stopping

The early stopping options try to find the optimal number of iterations by testing the single models
after every iteration and resulting in an early stop if not significant improvement is made. Consequently,
the total iterations for the Boosted Trees, may be lower than the one set in the Number of iterations
parameter (see Subsection 2.4.5).

You can select one of these three options:

 Early out of bag: this option tries to find out the optimal number of iterations by recursively build-
ing single trees and testing the out-of-bag samples after every iteration. This option will use the



parameters set in the ensemble sample to build the single trees (see Subsection 2.4.9). If no sig-
nificant improvement is made, it may result in an early stop. By default this option is enabled. (See
Figure 2.20.)

+ Early holdout: this option tries to find out the optimal number of iterations by recursively building
single trees and holding out a portion of the dataset for testing at the end of every iteration. If no
significant improvement is made on the holdout, it may result in an early stop. The percentage
of the dataset holdout is set to 30% by default, but you can configure it. By deafult this option is
disabled.

* None: this option deactivates the early stopping parameter so the total iterations will be the same
as the ones specified in the Number of iterations parameter (see Subsection 2.4.5). By deafult,
this option is disabled.

2.4.7.2 Learning rate

The learning rate, also known as the gradient step, controls how aggressively the boosting algorithm fits
the data. You can set values greater than 0 and smaller than 1. Larger values will prevent overfitting, but
smaller values generally work better (usually 0.1 or lower). By default it is set to 0.1. (See Figure 2.20.)
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Figure 2.20: Boosting parameters

2.4.8 Weight Field Options

It is not unusual for a dataset to have an unbalanced objective field, where some categories are common
and others very rare. For example, in datasets used to predict fraud, usually fraudulent transactions
are very scarce compared to regular ones. When this happens, ensembles tend to predict the most
frequent values simply because the overall ensemble’s performance metric improves with that approach.
However, in cases such as fraud prediction, you may be more interested in predicting rare values rather
than successfully predicting frequent ones. In that case, you may want to assign more weight to the
scarce instances so they are equivalent to the abundant ones.

BigML provides three different options to assign specific weight to your instances.



2.4.8.1 Balance Objective

When you set the balance objective weight (see Figure 2.21), BigML automatically balances the
classes of the objective field by assigning a higher weight to the less frequent classes, with the most
frequent class always having a weight of 1. This option is only available for classification ensembles. For
example, take the following frequencies for each class:

[False, 2000; True, 50]
By enabling the Balance objective option, BigML will automatically apply the following weights:
[False, 1; True, 40]

In this example, the class “True” is getting forty times more weight as it is forty times less frequent than
the most abundant class.

2.4.8.2 Objective Weights

The objective weights option allows you to manually set a specific weight for each class of the objec-
tive field. BigML oversamples your weighted instances replicating them as many times as the weight
stablishes. If you do not list a class, it is assumed to have a weight of 1. Weights of 0 are also valid. This
option is only available for classification ensembles. (See Figure 2.21.)

This option can be combined with the Weight field (see Subsection 2.4.8.3). When combining it with
the Weight field, both weights are multiplied. For example if you assign a weight of 3 for the “True” class
and the weight field assigns a weight of 2 for a given instance labeled as “True”, that instance will have
a total weight of 6.

2.4.8.3 Weight Field

The Weight Field option allows you to assign individual weights to each instance by choosing a special
weight field. (See Figure 2.21.) It can be used for both regression and classification ensembles.The
selected field must be numeric and it must not contain any missingvalues. The weight field will be
excluded from the input fields when building the ensemble. You can select an existing field in your
dataset or you may create a new one in order to assign customized weights.

For example, below is a dataset for which we included a field called “Weight” that assign a ten time
higher weight to fraudulent transactions in comparison to non-fraudulent ones. BigML provides a pow-
erful tool, the BigML Flatline editor, to add new fields to your dataset, such as a weight field. As an
additional example, we could also take into account the transaction “Amount” to calculate the weights,
so transactions with higher amounts will have higher weights.

Trans.ID Products Online Amount$ Fraud Weight

xxxxxx098 XYZGH yes 3,218 FALSE 1
xxxxxx345 VBHGF no 1,200 FALSE 1
xxxxxx123 UYFHJ yes 5,000 FALSE 1
xxxxxx567 HSNKI no 390 FALSE 1
xxxxxx789 SHSYA yes 500 TRUE 10
xxxxxx093 DFSTU yes 423 FALSE 1
xxxxxx012 TYISJ yes 60,000 FALSE 1
xxxxxx342 SJSOP no 789 FALSE 1
xxxxxx908 IOPKJ no 9,450 FALSE 1
xxxxxx334 HIOPN yes 50,678 TRUE 10

Table 2.1: Weight Field example for transactional dataset
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Figure 2.21: Weighting parameters

2.4.9 Trees Sampling

The trees sampling is a different concept than the dataset sampling (see Subsection 2.4.10). The
dataset sampling is the one present in other BigML resources and it applies sampling just once to the
input dataset before building the resource. In the case of the trees sampling, sampling is applied to
the dataset as many times as the number of models that compose the ensemble. This way, separate
samplings are created for each tree composing the final ensemble.

The default is to sample with a rate of 100% and with replacement, meaning that the same instance can
be selected more than once. This ensures a different sampling for each tree. The out of bag option is
not available for trees sampling.

How to Get Repeatable Ensembles

If you create two ensembles using the same dataset and same configuration you will see that the indi-
vidual trees composing each ensemble may be different. This is due to sampling “randomization” that
BigML algorithm uses. Although this does not usually affect the predictive performance of your ensem-
bles, there may be situations in which it is desirable to produce exactly the same ensembles. You can
achieve this by setting the Sampling option to deterministic (see Subsection 2.4.9.2).

See below an explanation of each sampling option to build the single trees.

2.4.9.1 Rate

The sampling rate is the percentage of instances being extracted from the dataset and included in your
per-tree sample. A sampling rate of 100% means that all instances are included; a rate of 10% means
that only every tenth instance is included in each single model. This option may take any value between
0% and 100%. You can easily configure the rate by moving the slider in the configuration panel for
sampling, or by typing the percentage in the tiny input box, both highlighted in Figure 2.22.

By default, BigML uses a 100% rate combined with replacement (see Subsection 2.4.9.3).



2.4.9.2 Sampling

The sampling option represents the type of the sampling process, which can be either random or
deterministic. (See Figure 2.22.)

When using deterministic sampling the random-number generator will always use the same seed, pro-
ducing repeatable results. (See Subsection 2.4.9.)

By default, BigML uses random sampling.

2.4.9.3 Replacement

The replacement option controls whether a single instance can be selected multiple times or not. Sam-
pling without replacement ensures that each instance cannot be selected more than once. (See Fig-
ure 2.22.)

By default, BigML generates samples with replacement.
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Figure 2.22: Trees sampling for ensembles

2.4.10 Dataset Sampling

Sometimes you do not need all the instances contained in your testing dataset to build your ensemble. If
you have a very large dataset, sampling may be a good way of getting faster results. (See Figure 2.23.)

The same sampling options described in the Datasets with the BigML Dashboard document [9] to
sample datasets, are also available when building BigML ensembles. They are divided in two groups:
sampling and advanced sampling options. (See Figure 2.23.)

2.4.10.1 Rate

The sampling rate is the frequency of instances being extracted from the dataset and included in your
sample. A sampling rate of 100% means that all instances are included; a rate of 10% means 10% of the
instances are included. This option may take any value between 0% and 100%. You can easily configure
the rate by moving the slider in the configuration panel for sampling, or by typing the percentage in
the tiny input box, both highlighted in Figure 2.23.



By default, BigML uses a 100% rate.

2.410.2 Range

The sampling range is the subset of the dataset instances from which to sample, e.g., from instance 5
to instance 1,000. The rate will be applied over the range configured.

By default, all instances are included, i.e., the range is (1, num. rows in dataset).

2.4.10.3 Sampling

The sampling option represents the type of the sampling process, which can be either random or
deterministic.

When using deterministic sampling the random-number generator will always use the same seed, pro-
ducing repeatable results.

By default, BigML uses random sampling.

2.4.10.4 Replacement

The replacement option controls whether a single instance can be selected multiple times or not. Sam-
pling without replacement ensures that each instance cannot be selected more than once.

By default, BigML generates samples without replacement.

2.4.10.5 Out of Bag

The out of bag option allows you to include in your sample only those instances that were not selected
in the first place, thus effectively inverting the sampling outcome. It is only selectable when a sample is
deterministic and the sample rate is less than 100%. The total percentage of instances included in your
sample will be one minus the rate (when replacement is not allowed). This can be useful for splitting a
dataset into training and testing subsets.

By default, BigML will not use out of bag instances.
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Figure 2.23: Dataset sampling arguments for ensembles

2.4.11 Advanced Ordering

Ordering options are relevant to ensure that BigML can correctly determine whether it can take an early
split of your dataset to accelerate the training process. In particular, early splitting can only be safely
used if the training instances have been previosuly shuffled. (See Subsection 1.2.3.1.)

If your instances are already shuffled, BigML allows you to choose the linear option. This will make the
process of building the ensemble much faster, since it will not required to reshuffle the dataset. If you
need to shuffle your instances, BigML provides two options to that aim, deterministic shuffling and
random shuffling, which are described below.

Ordering options have no influence on datasets of less than 34GB, since the whole dataset is used to
build the ensemble.

By default, BigML uses deterministic shuffling to ensure the same (deterministic) sample of the in-
stances is used and the built ensemble is thus repeatable.
2.4.11.1 Deterministic Shuffling

The deterministic shuffling option ensures that the row shuffling of a dataset is always the same, so
that retraining a BigML ensemble from the same dataset yields the same results. (See Figure 2.23.)

By default, this option is true.

2.4.11.2 Linear Shuffling

The linear shuffling option is useful when you know that your instances are already in random order.
Using linear shuffling, the BigML ensemble will be constructed faster. (See Figure 2.23.)

By default, this option is false.



2.4.11.3 Random Shuffling

The random shuffling option will ensure that a different shuffling will be tried each time you train your
ensemble. (See Figure 2.23.)

By default, this option is false.
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Figure 2.24: Ordering options for ensembles

2.4.12 Creating Ensembles with Configured Options

After finishing the configuration of your options, you can change the default ensemble name in the
editable text box. Then you can click on the Create ensemble button to create the new ensemble, or
reset the configuration by clicking on the Reset button.
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Figure 2.25: Create ensemble after configuration

2.4.13 API Request Preview

The API Request Preview button is in the middle on the bottom of the configuration panel, next to

the Reset button (See (Figure 2.25)). This is to show how to create the ensemble programmatically:
the endpoint of the REST API call and the JSON that specifies the arguments configured in the panel.
Please see (Figure 2.26) below:

APl request preview E @

AP| endpeint: fensemble

1-{

z “objective_field": "@eedla”,
3 "number_of_models": 1@,

4 "node_threshold”: 512,

5 "name": "lc_quality”,

6 "optimize": false,

7 “ensemble_sample”: {

8 "rate": 1,

9 ‘replacement”: true,

1a "seed”: "c71814f@fb38391a53976bevZle8c5e2"
11 }

Check the full list of arguments in the AP| documentation

Figure 2.26: Ensemble API request preview



There are options on the upper right to either export the JSON or copy it to clipboard. On the bottom
there is a link to the APl documentation for ensembles, in case you need to check any of the possible
values or want to extend your knowledge in the use of the API to automate your workflows.

Please note: when a default value for an argument is used in the chosen configuration, the argument
won’t appear in the generated JSON. Because during API calls, default values are used when arguments
are missing, there is no need to send them in the creation request.

2.5 Visualizing Ensembles

Being able to effectively visualize an ensemble is paramount to exploring it, interpreting it, and explaining
why it produces certain outcomes. BigML provides two different visualizations, a Partial Dependence
Plot (PDP) and a list of the single models:

+ Partial Dependence Plot: a graphic representation of the marginal effect that the combination of
two fields (predictors) have on the objective field (ensemble predictions) keeping the rest of the
field values constant.

* Model list: provides a list of the single models that form the ensemble. This visualization is only
available for Decision Forest ensembles (see Subsection 2.4.3).

Note: BigML does not provide the model list for Boosted Trees because they cannot be
interpreted the same way as the models for other ensemble types (see Subsection 2.5.2).

In the top menu you will find a summary of the ensemble results: the number of models in the ensemble,
the sample rate, the objective field used, if the ensemble has been randomized, the type of ensemble
used (Decision Forest or Boosted Trees), and the number of instances in the dataset.

Sources Datasets Unsu;

L B Diabetes diagnosis dataset | Training (70%)'s.. [ & - )~ @

20 100% DIABETES NO BOOSTING 537

Y | Bmi

Probability

L |
min. max.
False
True
All classes X

Pregnancies O
o 21
3
Blood pressure D
i 142
68

X | clucose [ 123 WK - Skinfold 0O

4]

Figure 2.27: Ensemble top menu



For Decision Forests, below the top menu, you will find the icons corresponding to each one of the views
(the PDP and the model list) to switch from one view to another. (See Figure 2.28).
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Figure 2.28: Switch from the chart view to the model list view

You can find a detailed explanation of each view in the following subsections.

2.5.1 Partial Dependence Plot (PDP)

The PDP is the main default view you will find when creating an ensemble. The main goal is to represent
the marginal effect of a set of variables (input fields) on the ensemble predictions disregarding the rest
of the variables. It is a common method for visualizing and interpreting the impact of the variables on
ensemble predictions, and it can be used for classification and regression ensembles.

Note: the ensemble PDP is not a representation of the dataset values; it is a representation of
the ensemble results and their dependence from a set of variables used as inputs.

In order to ensure responsiveness, the PDP is built using 10 models by default. For ensembles with a
higher number of models, a random sample of 10 models will be selected to calculate the predictions.
A warning message will appear at the top of the ensemble view to indicate that the chart has been built
with a lower number of models because this may cause slight differences between the chart predictions
and the ensemble actual predictions. Although in most cases these differences should be imperceptible,
you can use the slider to increase the number of trees (up to 100 trees) and the re-sampling option to
take another random sample of trees. Click on the corresponding options as shown in Figure 2.29.
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Figure 2.29: Trees slider and resampling option for ensembles PDP

You can visualize classification and regression ensembles in the heatmap chart. In the case of classifi-
cation ensembiles, the different classes of the objective field are represented by different colors. The
different color shadings for each class represent the different votes in the case of Decision Forests,
i.e., the percentage of trees voting for a given class in the ensemble (see Subsection 2.6.3.2) and the
class probabilities in the case of Boosted Trees (see Subsection 2.2.1). For regression ensembles,
the different prediction values are represented by differences in the color scale.
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Figure 2.30: Classification and regression ensembles

The chart view is always composed of three main parts: the CHART itself, the PREDICTION legend and



the INPUT FIELDS form. (See Figure 2.31.)
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Figure 2.31: Ensemble chart

» The CHART allows you to view the impact of the two input fields on the objective classes predic-
tions. You can select any categorical or numeric field for each axis. You can also switch the axis
by clicking on the option on top of the chart area. (See Figure 2.32.) In the grey area next to the
axis selectors you can see the axis values. You can freeze the view by pressing Shift and release
it again by pressing Escape from your keyboard. When the view is frozen, an edition icon will
appear and you can edit the axis values to obtain a prediction for that value. (See Figure 2.32.)
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Figure 2.32: Ensemble CHART options

+ The PREDICTION legend allows you to visualize the objective field classes (classification en-
sembles) or the predicted value (regression ensembles). In the case of classification ensembles
you will also obtain the votes, i.e., the percentage of trees voting for a given class int he ensemble
(see Subsection 2.6.3.2), for Decision Forests or the class probabilities for Boosted Trees (see
Subsection 2.2.1). By default, color tones and shadings are set according to the range of values
shown in the chart area. This is the default because for some configurations of the chart the pre-
dictions may vary a small amount relative to the global range. For example, imagine the chart is
showing temperature predictions based on location, time-of-year, and time-of-day. San Diego’s
daily range (13° C to 18° C) could be tiny compared to the Earth’s global range (-62° C to 48° C).
You can change this behavior and see the color scales and shading according to the total range
of possible predicted values by clicking on the icon Total . (See Figure 2.33.) For classification
ensembles, this option allows you to see the color shading for the total range of potential values
(from 0% to 100%). For regression ensembles, the Total colors option allows you to see the color
scale for the total range of predictions. For classification ensembles you can also select to see
only one of the classes using the class selector at the bottom of the legend. (See Figure 2.33.)
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Figure 2.33: PREDICTION legend options

+ Below the chart legend, you can find the INPUT FIELDS form. (See Figure 2.34.) You can config-
ure the values for any numeric or categorical field. Text and items fields are not yet supported. By
changing their values, you can see the predictions changing in real-time. You can sort the fields by
their importance, select or disable them. If you disable an input field, it will be ignored to calculate
the final prediction. The strategy used to calculate predictions when some fields are disabled is
the proportional missing strategy (see Subsection 2.6.3.1).

Note: it is important to notice that disabled fields will be ignored when calculating the chart
predictions. This is because the original intent of the PDP is to understand the impact of the
axis fields by ignoring the influence of all the other fields. So if you trained the ensemble
with missing values (see Subsection 2.4.6.2) and they have some impact on predictions,
you will not see it in the chart predictions. In this case it will be a mismatch between the
chart predictions and your final predictions.
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Figure 2.34: INPUT FIELDS form in ensemble chart

2.5.1.1 Export chart as an image

Download the ensemble chart as an image in PNG format with or without legends. To download it with
legends, press Shift from your keyboard to freeze the chart view. (See Figure 2.35.)

vised ¥ Predictions Tasks

=T 80 sese Diabetes diagnosis dataset el's ensemble B & & @~ @
10 100% YES DIABETES BAGGING 768
" = s g | (i) |0
B eeorT crarTAS MAGE ‘
Y | B | 503250 # 1} B
True Vote share
.
L,
60% 100% =

Figure 2.35: Download ensemble chart in PNG format

2.5.1.2 Interpreting Partial Dependence Plots

You can easily see field impact on predictions using the ensembles chart. See below three different
situations using an ensemble which aims to predict if a person has diabetes based on several input
fields:



+ Both fields impact predictions: in the image below, the combination of the selected fields, “BMI”
(Body Mass Index) and “Glucose”, have a high impact on predicting diabetes since variations in
both fields cause variations in predictions.
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Figure 2.36: Both selected fields impact predictions

» Only one of the fields impacts predictions: looking at the image below we can conclude that
“Skinfold” is not a good predictor for diabetes since variations in this field don’t affect predictions.
However, the level of “Glucose” has great impact on predictions. (See Figure 2.37.)
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Figure 2.37: One of the selected fields impact predictions

» Both fields have low or no impact on predictions: if you select variables with little or no in-
fluence on predictions, you can see that variations in the selected fields don’t lead to differences
in predictions. In this case, any combination of “Blood pressure” and “Insulin” always returns the

same value for diabetes, “False”.
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Figure 2.38: None of the selected fields impact predictions

2.5.2 Model List

The model list is only available for Decision Forests. The model list is not provided for Boosted Trees
because they cannot be analyzed the same way as the models for other ensemble types. Instead of
predicting the objective field, each boosted tree tries to fit a gradient to correct the mistakes made by the
previous single tree. Therefore the single models are hardly interpretable individually.

The same BigML interactive visualization for models is used to show each single tree composing the
ensembles. The ensemble model list provides a general overview on the ensemble and a means to get
down to the single model level. The list of models comprise the following information for each of them:

» Model preview: this is a snapshot of the tree representation for each model.
* Model link: you can access each underlying tree model by clicking on this link.

 Data distribution histogram: the distribution of the target field values in the training set that was
used to build the model.

+ Predicted distribution histogram: predictions distribution for the model. The predicted distribu-
tion should roughly match the data distribution.
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Figure 2.39: Ensemble model list view

If you click on the model preview or link, you will be taken to that model view (see Figure 2.40), where
you can use all of the model visualization features described in Section 1.5, such as BigML proprietary
tree and sunburst dynamic visualization.
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Figure 2.40: Tree visualization

2.6 BigML Ensemble Predictions

2.6.1 Introduction

The ultimate goal in building a BigML ensemble is being able to make predictions for previously unseen
instances with an unknown label. In BigML, you can make predictions for single instances or for many
instances in a batch. Each prediction comes with a measure indicating its reliability, expressed
either as a probability (for classification ensembles), as a confidence or votes (only for classfication
Decision Forests), or as an expected error (only for regression Decision Forests).



The predictions tab in the main menu of your BigML Dashboard is where all your saved predictions are
listed. (See Figure 2.41.)
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Figure 2.41: Predictions list empty view

Ensemble predictions are saved under the CLASSIFICATION & REGRESSION option in the menu. (See
Figure 2.42.)
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Figure 2.42: Menu options of the predictions list view

From this view you can select to view the list for your single instances predictions or your batch
predictions by clicking in the corresponding icons. (See Figure 2.43 and Figure 2.44.)

Figure 2.43: Single predictions icon

B

Figure 2.44: Batch predictions icon

In the predictions list view, you can see, for each prediction, the Model, Ensemble or Logistic Re-
gression icon used for the prediction, the Name of the prediction, the Objective (objective field name),
the Prediction (the prediction result), and the Age (time since the prediction was created). (See Fig-

ure 2.45.)
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Figure 2.45: Predictions list view

You can also search your predictions by name by clicking the search button on the top right menu.

2.6.2 Creating Ensemble Predictions
As shown in Figure 2.46, BigML provides three options to make predictions from your ensembles:
1. PREDICT: to predict a single instance using the prediction form.

2. BATCH PREDICTION: to predict multiple instances simultaneously.
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Figure 2.46: Menu options to create predictions

2.6.2.1 Predict

BigML allows you to quickly make predictions for single instances by providing a form containing the
fields used by the ensemble, so you can easily set the input data and get an immediate response. This
option is only available from the BigML Dashboard for ensembles with less than 100 fields. If you want
to perform single instance predictions for ensembles with a higher number of fields, you can use the

BigML API'2.

Follow the steps detailed below to create a single prediction:

2https: //bigml.com/api/predictions
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https://bigml.com/api/predictions

1. Choose the PREDICT option under the ensemble 1-click menu. (See Figure 2.47.)
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Figure 2.47: Predict option from ensemble 1-click menu

Alternatively, you can choose the PREDICT option in the pop up menu in the list view as shown in
Figure 2.48.
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Figure 2.48: Predict option from ensemble pop-up menu

2. You will be redirected to the prediction form where you will find all the fields used by the ensemble
as predictors ordered by field importance. The importance percentage is found next to the field
name as shown in Figure 2.49. You may not find all the fields from your original dataset because
the ensemble may find them irrelevant or redundant in terms of their predictive impact.
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Figure 2.49: Single predictions form

. Select the fields you want to be taken into account for your prediction as shown in Figure 2.50.
Non-selected fields will be considered as missing values during the prediction. If your ensemble
was trained with Missing splits (see Subsection 2.4.6.2), then missing values are considered by
the ensemble as any other valid value. If your ensemble was built without missing values then any
of the Missing strategies may apply during your prediction (see Subsection 2.6.3.1.)
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Figure 2.50: Select fields in the prediction form

. Set input values for your selected fields. Depending on the field type, you will need to input the
values differently:

» Numeric fields: move the slider or input a specific value in the text box.

 Categorical fields: select one class from the selector.

Text fields: write one or several terms in the free text box.

Date-time fields: select the appropriate values from the selector.

Items fields: when you write the first three characters of an item name, several items matching
those characters will appear, so you can select the right one. You can input more than one
item for a field.

. Get the prediction on the top of the form. For classification ensembles you will get all classes
distribution and for regression ensembles you will get the predicted value for the objective field.
Both types of ensembles will also show a certainty measure along with the prediction:

« For classification Decision Forests, you can get the probability, the confidence or the votes
depending on the option you choose. For regression Decision Forests you get the expected
error.

« For classification Boosted Trees, you get the probability. For regression Boosted Trees the
expected error cannot be calculated. Read more about ensemble predictions in Subsec-
tion 2.2.1.2.
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Figure 2.51: Single prediction view

BigML predictions are synchronous, i.e., when you send the input data you get an immediate
response. Read more about local predictions in Subsection 2.6.2.1.1.

6. Optionally Save the prediction so you can access them afterwards from the ensemble predictions
list view.
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Figure 2.52: Single predictions list view

2.6.2.1.1 Local Predictions

BigML provides local predictions from the BigML Dashboard for single instance predictions. Local pre-
dictions allow you to get a real-time prediction without consuming any credits or requiring an internet
connection. This is possible because your ensemble is saved in the browser’'s memory so when
the input values change, BigML immediately evaluates all models, obtaining their predictions and then
combining them in a matter of microseconds.

Local predictions are only available for ensembles built with 15 models or less for Decision Forests and
30 models or less in the case of Bosted trees. For ensembles with higher number of models, you can
still perform remote single predictions.

2.6.2.1.2 Predictions with Images

BigML ensembles can be trained from images using extracted image features (Subsection 2.2.3). Be-
cause image features are automatically generated numeric fields, creating ensemble predictions with
images is the same as creating other ensembles. The only thing different is input fields of images.

Note: When the input fields contain images, in order to create the single prediction, BigML will
extract image features automatically to match what were used in the dataset to train the ensem-
ble.
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Figure 2.53: Select a single image source in the image input field

The ensemble in Figure 2.53, “grape-strawberry texture”, was created from a dataset containing image
features Wavelet subbands. Creating a prediction using the ensemble will be directed to the prediction
form which presents all input fields used by the ensemble. One of them is the image field. Because this
is a single prediction, an image is input by using a single image source. Clicking on the input field box,
single image sources available will be in the dropdown list. There is also a search box which can be
used to locate specific ones.
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Figure 2.54: List the components of a composite source

Oftentimes single image sources were used for creating a composite source, they become component
sources of the composite source. Or an image was uploaded as a part of an archive file (zip/tar) which
created a composite source. In those cases, the composite source will be shown in the dropdown
list, along with an icon “List components”. In the example in Figure 2.54, predict-images.zip is a
composite source, click on the icon to show its component sources.
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Figure 2.55: Select a component of a composite source

After the component sources of the composite are listed, scroll the dropdown list to find the desired one,
then click to select it, as shown in Figure 2.55. There is also a search box to locate specific component

sources.
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Figure 2.56: Ensemble prediction form, image field and more

In addition to images, ensembles may use other fields, which will be in the prediction form too. As shown
in Figure 2.56, all the fields can be selected, and their input values be set by dragging the knobs on the

sliders or by entering precise values in their input boxes.

Once all fields are selected, click on the green button Predict to create a prediction.
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Figure 2.57: Ensemble single image prediction

After a new prediction is created, as shown in Figure 2.57, the predicted class is at the top of the form
along with its probability. The prediction interface is the same as ones created by non-image ensembles.
Everything described earlier in this section (Subsection 2.6.2.1) applies.

2.6.2.2 Batch Predictions

BigML batch predictions allow you to make simultaneous predictions for multiple instances. All you need
is the ensemble you want to use to make predictions and a dataset containing the instances which you
want to use as prediction inputs. BigML will create a prediction for each instance in the dataset. Follow
the steps detailed below to create a batch prediction:

1. Select the BATCH PREDICTION option under the ensemble 1-click menu (see Figure 2.58) or the
CREATE BATCH PREDICTION option in the pop up menu of the list view (see Figure 2.59.)
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Figure 2.58: Batch predictions option from ensemble 1-click menu
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Figure 2.59: Batch predictions option from ensemble pop up menu

2. Select the dataset containing all the instances you want to create a prediction for. The instances
should contain the input values for the fields used by the ensemble as predictors. You can also
select a subset of the ensemble fields to be taken into account by configuring your prediction (see
Subsection 2.6.3.5.) BigML batch predictions can handle missing data in your prediction dataset
(see Subsection 2.6.3.1.)

3. Optionally, select the ensemble you want to use for the prediction. BigML pre-selects the en-
semble you created the batch prediction from at step 1, but you can change it at any time in the
batch prediction view by selecting another ensemble from the ensemble selector displayed in the
right pane. You can even switch to a model or logistic regression by selecting the corresponding
icon in the top left menu.
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Figure 2.60: Select dataset for batch predictions

4. After you have selected the ensemble and the dataset, the batch prediction configuration op-
tions (see Subsection 2.6.3) will appear along with a preview of the prediction output, which is
formatted as a comma-separated list of values (CSV format). (See Figure 2.61.) The default out-
put includes all the fields in your prediction’s dataset plus a last column containing the calculated
predictions.

Note: BigML does not include the predictions’ probability, confidence or expected error by
default so you will have to configure your output file to include that information as explained
in Subsection 2.6.3.6.
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Figure 2.61: Configuration options displayed and output preview



5. By default, BigML generates an output dataset containing the batch prediction results. You find
it in the BigML Dashboard’s dataset list view and can use it as any other dataset to analyze the
batch prediction output afterwards. If you do not want a dataset with all the prediction results to be
created, you can deselect the button highlighted in Figure 2.62
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Figure 2.62: Create dataset from batch predictions

6. Once you are done configuring your batch prediction, click the predict green button to generate
it. This process may take some time depending on the size of the input dataset. (See Figure 2.63.)
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Figure 2.63: Create batch predictions

. After the batch prediction has been created, you will be able to download a file with all the in-
stances found in your input dataset along with the prediction corresponding to each one of them.
(See Figure 2.64.)

Sources Datasets Ensembles = Clusters Anomalies Associations Tasks Scripts * =
it | 8 | eooo Batch Prediction of Diabetes dia... &b ®
Diabetes Diagnosis Dataset - Sample (80... @ Diabetes Dataset For Predictions @

Output preview
,Age,Diabetes,weight,Diabetes

False,1,False
False,1,True

54 ,True,1,False
8,59, True,1,True
3,False,1,False
,True,1 False

Download batch prediction |Ii:‘ Qutput dataset

Figure 2.64: Download batch prediction output CSV file

. If you did not disable the option to create a dataset, as explained above (see step 4), an Output dataset
button will also be available to allow you to directly jump to the output dataset. (See Figure 2.65.)



Sources Datasets Ensembles = Clusters Anomalies A ions Predictions Tasks Scripts *

||(|:‘ Iy :S“ Batch Prediction of Diabetes dia... %. (D

Diabetes Diagnosis Dataset - Sample (80... @ Diabetes Dataset For Predictions @

Output preview

Blood pressure,Skinfold,Insulin,BMI,Diabetes pedigree,Age,Diabetes,weight,Diabetes

Download batch prediction ||i;‘ Qutput dataset

Figure 2.65: View batch predictions output dataset

2.6.2.2.1 Batch Prediction with Images

BigML ensembles can be trained from images using extracted image features (Subsection 2.2.3). The
input of a batch prediction is a dataset. So when creating a batch prediction with images, the dataset
has to have the same image features used to train the ensemble. The image features are in the dataset
used to create the ensemble.

Sources Datasets Supervised *  Unsupervised = Tasks

New Batch Prediction &.
DR 2 L X @
grape-strawberry texture x | T Search dataset ... '.

predict Q

Pt% ol $ label
e o 6 instances, 162 figlds (160 numeric, 1 path, 1 image), 1 ...
Sl ‘ - predict-images resnet18
6 instances, 514 fields (512 numeric, T path, 1imagel, 1n...
Description: @ predict-images

6 instances, 236 fields (234 numeric, 1 path, 1 image), 1n...

iris dataset - extended - sample (100.00%) - extende...
60 instances, 142 fields
IR RO iris dataset - extended - sample (100.00%) - extende...

dataset with grape-strawberry texture

Figure 2.66: Batch prediction using an image dataset

As shown in Figure 2.66, the input for the ensemble batch prediction is selected as predict-images
texture, Which is a dataset consisting of six images and contains a set of extracted image features,
Wavelet subbands.

Image features are configured at the source level. For more information about the image features and

how to configure them, please refer to section Image Analysis of the Sources with the BigML Dash-
board'3[11].

Bhttps://static. bigml.com/pdf/BigML_Sources.pdf
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For the rest of batch predictions with images, including batch prediction configuration options and output
datasets, everything stated earlier in current section (Subsection 2.6.2.2) applies.

2.6.3 Configuring Ensemble Predictions

BigML provides several options to change its default behavior when calculating predictions. For single
predictions as well as for batch predictions you can configure the strategy used for handling missing
values (see Subsection 2.6.3.1.) In the case of Decision Forests you can also configure the prediction
operating kind, i.e. the criteria used to combine the single tree predictions, confidence, probability or
votes (see Subsection 2.6.3.2.) For classification ensembles you can also use a threshold for your
single an batch predictions. For batch preidctions you can configure the automatic fields mapping
performed by BigML (Subsection 2.6.3.5), and define the output file settings (Subsection 2.6.3.6.)

2.6.3.1 Missing Strategies

When you create a new prediction, BigML will automatically navigate through the corresponding ensem-
ble to find the leaf node that best classifies the new instance.

However, it may just so happen that your new data (the instances you want to predict) does not have
populated values for all the fields used in building the original ensemble. For example, imagine that you
are trying to predict diabetes and you have the patient’s glucose level and BMI (Body Mass Index) but
not his blood pressure. If the ensemble arrives at a node where the blood pressure level is required,
BigML can handle this missing value by using one of these two strategies:

+ Last prediction: it returns the prediction value and confidence of the parent node.

» Proportional: it combines all subtrees’ predictions beneath the current node based on the data
distribution of their child nodes in order to compute the prediction value and confidence.

For single predictions you can select either Missing strategies by clicking in the icons shown in Fig-
ure 2.67.

Sources Datasets Supervised = Unsupervised Tasks WhizzML
. Predict using Diabetes diagnosis dataset | Trai...
Diabetes: True 54.26% ®
ET% 54.26%
& &
Missing strategy: C&) ‘ob Select a positive class v Probability threshold:
Allinput fields: [
Glucose ® Bmi ™
0.0 83.88
124 40.74
Age ® Diabetes pedigree ™
0.0
46 1.46
Blood pressure [#  Skinfold ™
0 42 0 78
71 [ ] 39

Figure 2.67: Missing strategies for single predictions



For batch predictions you can find both options under the configuration panel as shown in Figure 2.68.

Datasets Supervised = Unsupervised = Tasks WhizzML -
New Batch Prediction .
£ e L
Diabetes diagnosis dataset | Training (70%) v4 ® (T Diabetis diagnosis dataset | Test (30%) X |
f?'f% ool €D Diabetes Wed, 13 Dec 2017 17:58:27 i Wed, 08 Jun 2016 15:38:30
Description: ® Description: @
% Configure &)
- an
d.b & E Illl] Select apositiveclass | ¥ Probability threshold: 50%
Default numeric value: € | Select adefautt value
Excluded fields: ®
1
Fields mapping: Default fields @

Figure 2.68: Missing strategies for batch predictions

2.6.3.2 Combine single tree predictions: probability, confidence or votes

Ensembles are composed of several trees. Each tree returns a different prediction given an input data.
These single predictions need to be combined to get a final prediction for the ensemble. For Boosted
Trees there is only one way to combine the single tree predictions explained in Subsection 2.2.1.2,
so you will not see any options in the prediction view. For Decision Forests there are three different
options (called operating kinds in BigML AP1'%) to combine the single tree predictions that compose the
ensemble and get a final prediction:

* Probabilities:

— For classification ensembles per-class probabilities are averaged taking into account all
trees composing the ensemble. The class with the highest probability is the winner class.
For example find below a classification ensemble built using three decision trees trying to
predict two classes, “True” and “False”:

Trees True False

Tree 1 80% 20%
Tree 2 40% 60%
Tree 3 60% 40%

Ensemble 60% 40%

Table 2.2: Example of classification ensemble using probability

“https: //bigml.com/api/
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The predicted class is “True” because it has a higher probability ([80% +40% + 60%]/3 = 60%)
than the “False” class ([20% + 60% + 40%]/3 = 40%).

— For regression ensemble the probability option averages the predictions of the trees com-
posing the ensemble. For example, considering again three different trees in an ensemble
but predicting a numeric output this time:

Trees Total Sales Expected Error

Tree 1 $200 $2.40
Tree 2 $250 $2.10
Tree 3 $180 $1.45
Ensemble $210 $1.98

Table 2.3: Example of regression ensemble using probability

The final result will be a total sale of $210 ([$200 + $250 + $180]/3 = $210) with an error of
$1.98 ([$2.4 + $2.1 + $1.45]/3 = $1.98).

» Confidences:

— For classification ensembles per-class confidences are averaged taking into account all
trees composing the ensemble. The class with the highest confidence is the winner class.
It is calculated in the same way as the prediction in Table 2.2 but using the per-class confi-
dences instead of the probabilities.

— For regression ensembles the confidence option averages the predictions of the trees com-
posing the ensemble in the same way that explained for probabilities in Table 2.3 but weighted
by the expected error.

* Votes:

— For classification ensembles each tree prediction is considered as one vote. The “votes”
of a given class is the percentage of trees in the ensemble that vote for that class. You can
find below an example that shows a classification ensemble built using three decision trees
to predict two classes, “True” and “False”:

Trees Predicted class

Tree 1 True

Tree 2 False

Tree 3 True
Ensemble True

Table 2.4: Example of classification ensemble using votes

Since there are more trees that predicted the class “True” (two versus only one tree that
predicted the class “False”), the final prediction is “True” with the 66.67% of votes (2/3 =
0.6667).

Note: if two or more classes have the same number of votes, the first class in alpha-
betical order will take precedence.

— For regression ensembles the votes option averages the predictions of the trees composing
the ensemble. It gives the same results as the probability (see Table 2.3).



You can choose any option (probabilities, confidences or votes) from the BigML Dashboard to calculate
the Decision Forests single predictions (see Figure 2.69) or batch predictions (see Figure 2.70).

d Tasks WhizzML =
- Predict using Diabetes diagnosis dataset | Trai...
Diabetes: True 56.91% @
56.91%
43.09%
& o
Missing strategy: -d'b. at a8 o Selectapositiveciass | |  Probability threshold: so%
w Allinput fields: [¥
Glucose & BMm ]
0 i 248 0.0 i 83.88
5 o o) 40.74
Age [  Diabetes pedigree ™
8 . 0.0 . 3.0
D, 48 > 1.46
Blood pressure [  Skinfold =
0 . 142 0 i 78
= = o 39

Figure 2.69: Probabilities, confidences or votes for Decision Forest single predic-
tions



Sources Datasets Supervised *  Unsupervised ~ Tasks WhizzML +

New Batch Prediction .
& ey L =
Diabetes diagnosis dataset | Training (70%) v1 x |v Diabetis diagnosis dataset | Test (20%) x |T
P{% ool $ Diabetes Fri, 01 Dec 2017 20:01:35 I Wed, 01 Jun 2016 16:17:02
Description: ® Description: ®
% Configure ©]
- |
d’b & {E] II||] Selectapositiveclass | ¥ Probability threshold: 50%
Default numeric value: 0 Select a default value 3
Excluded fields: ®
1
Fields mapping: Default fields @

Figure 2.70: Probabilities, confidences or votes for Decision Forest batch predic-
tions

2.6.3.3 Probability, confidence, and votes thresholds

The thresholds are only available for classification ensembles, and it usually makes sense for unbal-
anced binary classifications, when you want to minimize false positives at the cost of false negatives.
The positive class will be predicted if the probability, confidence or the votes are greater than the given
threshold, otherwise the following class with greater probability, confidence or votes will be predicted
instead.

To configure a threshold for your single predictions follow these steps:

1. Select the probability, the confidence, or votes measure depending on the criteria you want to
use for Decision Forests (see Figure 2.71). To learn more about these three ways to combine
single tree predictions in the ensemble refer to Subsection 2.6.3.2. Boosted trees will only have
the option to set a probability threshold.



Unsupervised = Tasks

= Predict using Diabetes diagnosis dataset | Trai...
‘ Diabetes: True 56.91% ®
56.91%
43.09%
& <

Missing strategy: '&l & @ @ Illﬂ ‘ Selectapositive class | * | Probability threshold:

50%

Allinput fields: [¥

Glucose = BMI ™
0 - 248 0.0 - 83.88
124 40.74
Age 1 [#  Diabetes pedigree =
8 B 84 0.0 B 3.01
46 1.46
Blood pressure [  Skinfold ™
0 - 142 1] - 78
Il 39

Figure 2.71: Select probability, confidence or votes

. Select the positive class, i.e. the class for which you want to apply the threshold:

WhizzML +
- Predict using Diabetes diagnosis dataset | Trai...
[ Diabetes: True 56.91% )
56.91%
43.09%
& &

Missing strategy: t&? & @ I o | Selectapositiveclass  * )

Probability threshold:

50%

Allinput fields: [¥

T
Glucose e _ ™
a - 248 0.0 - 3.88
124 40.74
Age [, Diabetes pedigree ™
B - 84 0.0 - 3.0
o 46 > 1.46
Blood pressure [  Skinfold ™
o - 142 o - 78
@, Il ) 39

Figure 2.72: Select the positive class



3. Set a value for the threshold using the slider. The positive class will only be predicted when the
probability, confidence or votes of the prediction is above the established threshold, otherwise the
following class with higher probability, confidence or votes will be predicted instead.

WhizzML ~

Predict using Diabetes diagnosis dataset | Trai...

Missing strategy: c&._‘ & oo True

Glucose

Diabetes: True 56.91%

56.91%

43.09%

% | T Probability threshold:

23RS

e —— | 25%

AInpULsIus. 1)

Age

Blood pressure

® BMm &
248 0.0 B3.88
124 = . 40.74
[  Diabetes pedigree =
84 0.0 01
46 ] 1.46
[  Skinfold =
e 78
] 71 ] 39

Figure 2.73: Set a threshold

For batch predictions, you will find the same options under the CONFIGURE panel. (See Figure 2.74.)



. New Batch Prediction 3. @
| Diabetes diagnosis dataset | Training (70%) v1 x |v | | Diabetis diagnosis dataset | Test (20%) x |T |
{.‘l& anl $ Diabetes Fri, 01 Dec 2017 20:01:35 ﬁ"- Wed, 01 Jun 2016 16:17:02
18.9KB 9 537 10 5.4KB 10 154
size fields instances models size fields instances
Description: ® Description: ®
‘% Configure ©]

2 P8 [@@ iy T ]
Default numeric value: @ ‘@E|

Excluded fields: ®

LD Iiake sure that the fields in the Ensemble and Dataset mat

Fields mapping: Default fields ®

Figure 2.74: Configure a threshold for batchpredictions

2.6.3.4 Default Numeric Value

If the dataset used to make the batch prediction contains instances with missing values for the numeric
fields you can easily replace them by the field’s Mean, Median, Maximum, Minimum or by Zero using
the Default numeric value before creating your batch prediction, (See Figure 2.75.)

Predictions ~

New Batch Prediction . ©
o e s
‘ Diabetes diagnosis dataset's ensemble x | v | Diabetes diagnosis dataset x | ¥
Fﬁ ol $ Diabetes Tue, 26 Jul 2016 20:43:53 i Wed, 01 Jun 2016 14:29:52
27.0KB 10 768 4 27.0KB 10 768
siza fields instances models size fields instances
Description: @ Description: @
% Configure @

S A E & do | Selecta positiveclass | ¥ | Probability threshold: 0%
Default numeric value: € | Select a defaut value '

L) \ake sure that the fields in the Ensemble and Dataset match

Fields mapping: Default fields ®

Figure 2.75: Default numeric value for batch predictions



2.6.3.5 Field Mapping

By default, BigML maps fields based on their names. If there is a mismatch between the field names in
your ensemble and those in the input dataset you selected for the batch prediction, you can specify the
right correspondence between the two sets of fields by explicitly assigning to each field appearing in the
“Ensembile fields” column its associated input field in the “Dataset fields” column. (See Figure 2.76.)

If the dataset’s and ensemble’s field names do not match but their IDs do, which happens when corre-
sponding fields appear in the same order, you can tell BigML to use the field ID instead of the field name
to map the fields. To do this, click the green switcher shown in Figure 2.76.

If you do not want some of the fields to be considered during the evaluation, you can also manually
search for those fields and remove them from the “Dataset fields” column.

Sources Datasets Ensembles = Clusters Anomalies Associations Tasks Scripts ~
New Batch Prediction &.
81 TR
Diabetes diagnosis dataset - sample (80.00%)'sens... ¥ | ¥ Diabetes dataset for predictions x BE
f“-f%}‘ ool $ Diabetes y 2 2:4 .l'-i"\
Description: ® Description: ®
'5(5; Configure ®
o~ | [
ch) & P i Selectapositiveclass | * Probability threshold: 50
1
Fields mapping: Apply this map (D]
Ensemble fields Dataset fields NAME ™
1. Pregnancies m Pregnancies m x
2. Glucose [ 123 ] 2. Glucose [ 123 |
Blood pressure m Blood pressure m x
1. Skinfold [ 123 ] . Skinfold [ 123 |
Insulin [ 123 ] Insulin [ 123 [

Figure 2.76: Fields Mapping for batch predictions

The fields mapping from the BigML Dashboard has a limit of 200 fields. For batch predictions with a
higher number of fields, use the argument field_map from BigML API'® if you need to map your fields.

2.6.3.6 Output Settings

As mentioned, batch predictions can create a file containing all input instances along with the predictions
BigML calculated for each of them. Define the following settings to customize your prediction file:

» Separator: this option allows you to choose a separator for your output file values. The default
separator is the comma. You can also select the semicolon, the tab, or the space.

* New line: this option allows you to set the new line character to use as the line break in the
generated csv file: “LF”, “CRLF”.

Bhttps: //bigml.com/api/batchpredictions#bp_batch_prediction_arguments
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Output fields: this option allows you to include or exclude any of your dataset fields from the
output file from the preview shown in Figure 2.77.

Note: a maximum of 100 fields are displayed in the preview, but all your dataset fields are
included in the output file by default unless you exclude them.

Headers: this option includes or excludes a first row in the output file (and in the output dataset)
with the names of each column (input field names, prediction column name, probability and/or
confidence column name, field importances column names, single tree predictions column names,
etc.). By default, BigML includes the headers.

Prediction column name: this option allows you to customize the name for your predictions
column. By default BigML uses the name of the ensemble’s objective field.

Probability, confidence (or expected error) or votes: this option allows you to include an ad-
ditional column in the output file with the probability, the confidence (or expected error in case of
regression trees) or the votes per instance. In the case of classifcation Boosted Trees you will
always see the probability option and in the case of classification Decision Forests it will depend
on the option selected to combine the single tree predictions (see Figure 2.70). These measures
are not included by default in your batch predictions.

Note: remember that the expected error cannot be calculated for Boosted Trees, therefore
this option will be disabled for regression Boosted trees.

Probability, confidence (or expected error) or votes column name: this option allows you to
customize the name for the probability, confidence (or expected error) or votes column in case you
include it in the output file. By default BigML uses “probability”, “confidence” (for both confidence
and expected error) or “votes”.

Single tree predictions: this option allows you to include a column for each of the individual
model predictions only in the case of Decision Forests. That will add a column per model, named
<prediction_name>_n where n is the position of the model in the model list in the ensemble,
starting at 1.

All class confidences: this option allows you to include the probabilities for each class in the ob-
jective field for classification Decision Forests. There is a column per class, named "<class_name>
confidence".

All class votes: this option allows you to include the votes for each class in the objective field for
classification Decision Forests and Boosted trees. There is a column per class, named "<class_name>
votes".

All class probabilities: this option allows you to include the probabilities for each class in the
objective field for classification Decision Forests and Boosted trees. There is a column per class,
named "<class_name> probability".

Importances: this option allows you to include a column for each of the field relative importances
for the ensemble predictions (for Boosted trees and Decision Forests). There is a column per field,
named "<field_name> importance".
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Output settings @

Separator: New line:
. [comma) X Unix, Linux or OS5 X (LF) X ;E
Prediction column name: Probability column name:
s = T S
Output Fields:
% Pregnancies @EEERD ||« Glucose @EEEED | « Blood pressure [ 123 |
% Skinfold EEEEED | | Insuiin [ 123 RPN [ 123 |
« Diabetes pedigree [ 123 REPYRH I |« Diabetes [ asc |

Preview of the prediction file

Fold, Insulin,BMI,Diabetes pedigree,Age,Didbetes,weight,Diabetes

Prediction name:

Diabetis diagnos...set | Test (30%) with Diabetes diagnosis date 1||+ Reset Predict

Figure 2.77: Output settings for batch predictions

2.6.4 Visualizing Ensemble Predictions

Visualization of ensemble predictions changes depending on whether you are predicting one single
instance or you are predicting multiple instances using the batch predictions option. (See Subsec-
tion 2.6.4.1.)

2.6.4.1 Single Predictions

There are some essential differences between Decision Forests and Boosted Trees predictions, hence
the visualizations for both of them differ. These differences are highlighted in the following paragraphs.

For single predictions you can find the prediction for your objective field at the top of the form along with
the performance measure.

For classification ensembles, you will get the predicted class at the top and all the objective field class
probabilties in the histogram below as shown in Figure 2.78.
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Figure 2.78: Single predictions view for classification ensembles

For regression Decision forest ensembles you will get a numeric prediction and the expected error
for that prediction as shown in Figure 2.79.

= Predict using Fictional Wine Sales v1

Total Sales: 75.74 19.66

Missing strategy: !&7 & '{z] Ill[l

Allinput fields: [

Price [  Grape ®
0. 42.0
T 20.4 Cabernet Sauvignon T
Country [ Rating ™
88 92

Argentina v \3 90
From Oregon? ™

No

New prediction name

Fictional Wine Sales vi W

Figure 2.79: Single predictions view for regression ensembles



For regression Boosted trees ensembles you will get a numeric prediction (see Figure 2.80) but
the expected error for that prediction cannot be calculated as in the case of Decision Forests (see
Subsection 2.2.1).

Sources Datasets Supervised Unsupervised « Tasks WhizzML ~

= Prediction for Total Sales % = @

Total Sales: 71.95

Missing strategy: d.b ‘QB

Allinput fields: [

Price #  Grape ™
) 42
20.4 Cabernet Sauvignon -
Country [  From Oregon? ™
Argentina - No -
Rating ™
88 92
90

New prediction name

Prediction for Total Sales Predict

Figure 2.80: Single predictions view for regression Boosted Trees

In any of the above-mentioned cases, you can change any time the value of the displayed input fields to
have your prediction recalculated in real-time.

If you have saved your prediction, you can go back to it and visualize it.

Read a detailed explanation of confidences, probabilities and expected error calculations in Subsec-
tion 2.2.1.2.

2.6.4.1.1 Prediction explanation

Prediction explanation helps understand why an ensemble makes a certain prediction. This is very
useful in many applications, and the reasons behind an ensemble’s prediction are often as important as
the prediction itself.

BigML prediction explanation is based on Shapley values. For more information, please refer to this
research paper: A Unified Approach to Interpreting Model Predictions [3].

For any classification or regression ensemble, you can request the explanation for the prediction by
clicking the prediction explanation icon and then click Predict (see Figure 2.81).
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Datasets Supervised Unsupervised = Tasks WhizzML ~

X
e Predict using Titanic Survival
Survived: ? =+
Y
Missing strategy: C’b .& Selectapositive class | * Probability threshold: 50%
Allinput fields: [#
Age 4] Fare today ™
0.0 92.5 0 49438
) 44.93 ) 24719
Class/Dept #  Joined ™
1st Class v Beifast v

New prediction name

Titanic Survival

Figure 2.81: Explain prediction

The prediction explanation represents the most important factors considered by the ensemble in a pre-
diction given the input values. Each input value will yield an associated importance, as you can see
Figure 2.82. The importances across all input fields should sum 100%.

Sources Datasets Supervised v Unsupervised Tasks WhizzML =
==, Titanic Survival &G. =@ @
Survived: TRUE 57.31%

PREDICTION EXPLANATION m @ @
Input data Importance
Class/Dept 1st Class 45.08%
Joined Belfast 24.39%
Age 44.93 16.04% +
Fare today 24,719.00 1362% +

Figure 2.82: Input field importances

For some input fields you will see a “+” icon next to the importance. This is because the importance
may not be directly associated with the input value, i.e., it can be explained by other reasons. In the
Figure 2.83 below, the importance of 13.62% for the field “Fare today” is not explained by this field being
equal to 24,719. Rather, it is because this field value is not missing (which accounts for an importance
of 8.80%) and because it is higher than 17,000 (4.82% of importance).



Sources Datasets Supervised *  Unsupervised = Tasks WhizzML +

= Titanic Survival &% = O
Survived: TRUE 57.31%

PREDICTION EXPLANATION ] & o2
Input dats |mportance
Class/Dept 1stClass 45.08%
Joined Belfast 24.39%
Age 44.93 16.04%
Fare today 24,719.00 1362% +

Detailed Explanation

Figure 2.83: See the detailed explanation

The prediction explanation for ensembles is calculated using the results of over a thousand distinct pre-
dictions using random perturbations of the input data. For this reason, the calculation of the explanation
may take some time to be computed.

Note: the input field importances in the prediction explanation are different from the overall field
importances of the ensemble. A field can be very important for the ensemble but insignificant
for a given prediction.

2.6.4.2 Batch Predictions

For batch predictions, you always get a file and an optional output dataset.

2.6.4.2.1 Output File

From the batch prediction view, you can access the output file containing your predictions for each
of your dataset instances in the last column. (See Figure 2.84.) You can configure several options to
customize your output file including the separator for the columns, the name of your prediction column,
the dataset fields you want to include, whether you want to include the a first row with the headers for
your column names. You can find a detailed explanation of those options in Subsection 2.6.3.6.



Sources Datasets Ensembles Anomalies Associations Predictions Tasks Scripts *

it £ eees Batch Prediction of Diabetes dia... &% ®

Diabetes Diagnosis Dataset - Sample (80... @ Diabetes Dataset For Predictions @

Output preview

False,1,False
’9 ,False,1,True

,54,True,1,False
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Download batch prediction ] Qutput dataset

Figure 2.84: Download batch prediction output file

See an output file example in Figure 2.85 where the two last columns contain the prediction and the
confidence for each instance.

Pregnancies,Glucose,Blood pressure,Skinfold,Insulin,BMI,Diabetes,Confidence
8,183,64,0,0,23.3,True,0.6574

5,116,74,0,0,25.6,False,0.845

10,115,0,0,0,35.3,True,0.6469

8,125,96,0,0,0.0,False,0.9356

1,189,60,23,846,30.1,True,0.7574

1,108,30,38,83,43.3,False,0.675

7,103,66,32,0,39.1,False,0.7682

1,101,50,15,36,24.2,False,0.948

0,100,88,60,110,46.8,False,0.5413

Figure 2.85: An example of a batch prediction output file

2.6.4.2.2 Output Dataset

By default, BigML creates a dataset out of your batch prediction. (See Subsection 2.6.3.6.) You can
access your output dataset from the batch prediction view by clicking the Output dataset button shown
in Figure 2.87.
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|I$ Ff% eeee Batch Prediction of Diabetes dia... . @

Diabetes Diagnosis Dataset - Sample (80... @ Diabetes Dataset For Predictions @

Output preview

Download batch prediction |Ii}‘ Output dataset

Figure 2.86: View batch predictions output dataset

In the output dataset you can find an additional field (named by default as per your ensemble’s objective
field) containing the predictions for each one of your instances. If you configured your batch prediction
to include the confidence or expected error you will be able to find it in the last field of your output
dataset as shown in Figure 2.87.
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Figure 2.87: Batch predictions output dataset

2.6.4.2.3 Batch Prediction 1-Click Actions

From the batch prediction view you can perform the following actions (see Figure 2.88):

* BATCH PREDICTION AGAIN: this option will redirect you to the batch prediction creation view, with
the same ensemble and prediction dataset already selected. This option allows you to rapidly
recreate the batch prediction using a different configuration.



* BATCH PREDICTION WITH ANOTHER DATASET: this option allow you to easily create a batch predic-
tion using the same ensemble and a different dataset.

* BATCH PREDICTION USING ANOTHER ENSEMBLE: this option allows you easily create a batch pre-
diction using the same dataset and a different ensemble.

* NEW BATCH PREDICTION: this option redirects you to the batch prediction creation view where you
can select a prediction dataset and an ensemble to create your prediction.
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Figure 2.88: Batch prediction 1-click actions

2.6.5 Consuming Ensemble Predictions

BigML provides plenty of means for developers to integrate BigML ensemble predictions within their
apps. In the following sections, we will describe how you can use BigML REST API and BigML Python
bindings to work with ensemble predictions.

2.6.5.1 Using Ensemble Predictions via the BigML API

Ensemble predictions have full citizenship in the BigML API. This means you can programmatically
create, update, list, delete, and use them for predictions. For example, this is how you can create a
single prediction using the command line from a given ensemble and defining the input data. This will
require properly setting the BIGML_AUTH environment variable to contain your authentication credentials:

curl "https://bigml.io/prediction?$BIGML_AUTH" \ -X POST \ -H
'content-type: application/json' \ -d '{"ensemble':
"ensemble/50650bdf3c19201b64000020", "input_data": {"000001": 3,
"000002":4.5, "000003"}}}'

For more information on using ensemble predictions through the BigML API, please refer to prediction
REST API documentation®.

2.6.5.2 Using Ensemble Predictions via the BigML Bindings

BigML bindings provide a convenient way to access the BigML REST API from your language of choice.
They offer a higher-level view of BigML Machine Learning resources and algorithms in a number of
languages, including Python, Node.js, Java, Swift, and Objective-C. For example, this is how you can
create an ensemble prediction in Python using BigML bindings:

Bhttps: //bigml.com/api/predictions
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from bigml.api import BigML
api = BigML()
prediction = api.create_prediction("ensemble/573d997058a27e0£620038df",
{"sepal length": 5,
"sepal width": 2.5},
{"name": "my prediction"})

BigML bindings also provide the means to carry through predictions locally, without ever hitting the
network, which can greatly improve the latency of predicting from your apps. This is made possible by
BigML ensembles being white-box, meaning you can download them and use them independently from
BigML. For example, the following code snippet shows how you can download an ensemble and use it
for making a local prediction using BigML bindings for Python:

from bigml.ensemble import Ensemble

from bigml.api import BigML

api = BigML()

ensemble = api.get_ensemble("ensemble/502fdbff15526876610002615",
query_string="only_ensemble=true;limit=-1")

local_ensemble = Ensemble(ensemble)
prediction = local_ensemble.predict({"petal length": 3, "petal width": 1})

For more information on using ensembles through the BigML API, please refer to BigML bindings docu-
mentation.

2.6.6 Descriptive Information

Descriptive information is what allows you to describe a prediction so you can find it later and easily
recognize it among other predictions.

Each prediction is associated with name, description, category, and tags. See the following sections
for a brief description of each concept. In Figure 2.89, you can see the possibilities that the MORE INFO
menu option gives to edit them.
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Description: , Tags: i Edit
category
Edit
description '_|
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PRIVACY (C] tags
Diabetes: True 75.75%
Missing strategy: -E‘i: & Allinput fields: [¥
Glucose [ BMI [

Figure 2.89: Edit predictions
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2.6.6.1 Name

If you do not specify a name for your predictions, BigML assigns a default name depending on the type
of predictions:

+ Single predictions: the name always follows the structure “Prediction for <objective field name>”

+ Batch predictions: BigML combines your prediction dataset name and the ensemble name:
“Batch prediction of <ensemble name> with <dataset name>”.

Predictions hames are displayed on the list view and also on the top bar of a prediction view. Predictions
names are indexed to be used in searches. You can rename your predictions at any time from the More
info panel. The name of a prediction cannot be longer than 256 characters. More than one prediction
can have the same name even within the same project, since they are automatically assigned unique
internal identifiers.

2.6.6.2 Description

Each ensemble prediction also has a description that it is very useful for documenting your Machine
Learning projects. Predictions take the description from the ensembles used to create them.

Descriptions can be written using plain text and also markdown'’. BigML provides a simple markdown
editor that accepts a subset of markdown syntax. (See Figure 2.90.)

Edit description

‘You can add formatting and links using a simple markdown language:

Bli=e

description** here

Description:

‘Write your description here

Cancel Update

Figure 2.90: Markdown editor for evaluations descriptions

Descriptions cannot be longer than 8192 characters and can use almost any character.

2.6.6.3 Category

Each prediction is associated with a category taken from ensemble used to create it. Categories are
useful to classify predictions according to the domain which your data comes from. This is useful when
you use BigML to solve problems across industries or multiple customers.

A prediction category must be one of the categories listed on table Table 2.5.

17https://en.wikipedia.org/wiki/Markdown
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Table 2.5: Categories used to classify predictions by BigML

Category

Aerospace and Defense

Automotive, Engineering and Manufacturing

Banking and Finance

Chemical and Pharmaceutical

Consumer and Retalil

Demographics and Surveys

Energy, Oil and Gas

Fraud and Crime

Healthcare

Higher Education and Scientific Research

Human Resources and Psychology

Insurance

Law and Order

Media, Marketing and Advertising

Miscellaneous

Physical, Earth and Life Sciences

Professional Services

Public Sector and Nonprofit

Sports and Games

Technology and Communications

Transportation and Logistics

Travel and Leisure

Uncategorized
Utilities

2.6.6.4 Tags

A prediction can also have a number of tags associated with it that can help to retrieve it via the BigML
API or to provide predictions with some extra information. Your prediction inherits the tags from the
ensemble use to create it. Each tag is limited to a maximum of 128 characters. Each prediction can
have up to 32 different tags.

2.6.7 Ensemble Predictions Privacy

The link displayed in the MORE INFO panel is the private URL of your prediction, so only a user logged
into your account is able to see it. Neither single predictions nor batch predictions can be shared from
your BigML Dashboard by sharing a link, as you can do with other resources.
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Figure 2.91: Private link of a prediction



2.6.8 Moving Ensemble Predictions to Another Project

When you create a prediction it will be assigned to the same project where the original ensemble is
located. You cannot move predictions between projects as you do with other resources.

2.6.9 Stopping Ensembles Predictions

Single predictions are synchronous resources, so you cannot cancel them during the creation since
you get the result immediately.

Batch predictions are asynchronous resources, so you can stop the creation before the task is finished.
You can use the DELETE option from the 1-click action menu (Figure 2.92) or from the pop up menu on
the prediction list view. (See Figure 2.93.) You can see in Figure 2.93 that the objective field column
has the label PROCESSING to indicate the batch prediction is still in progress. If you stop the prediction
during its creation, you will not be able to resume the same task again, so if you want to create the same
prediction, you will have to restart a new task.
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g W &£ Prediction for Total Sales %. =)~

1outor1o (NNNININNRNIRERRNRRNRRIRRTRNINI

£

Figure 2.92: Stop prediction from the 1-click menu
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Figure 2.93: Stop prediction from the predictions list view

2.6.10 Deleting Ensemble Predictions

You can DELETE your single or batch predictions from the predictions view, using the 1-click action
menu (see Figure 2.94) or using the pop up menu on the predictions list view (see Figure 2.95.)
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Figure 2.94: Delete prediction from the 1-click menu
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Figure 2.95: Delete prediction from popup menu

A modal window will be displayed asking you for confirmation. Once a prediction is deleted, it is perma-
nently deleted and there is no way you (or even the IT folks at BigML) can retrieve it.

Are you sure you want to delete this prediction?

If you delete this prediction, you will no longer have access to its data and you will need to
recreate it.

Figure 2.96: Delete prediction confirmation

2.7 Consuming Ensembles

In the previous sections, we have described how you can create ensembles, configure them, use them to
make predictions, and more. This section will introduce a number of BigML features that enable interest-

ing ways of taking advantages of ensembles: exporting them locally, and using them programmatically
via the BigML REST API and Bindings.

2.7.1 Exporting and Downloading Ensembles

You can export your ensemble in a number of programming languages, including Python, Java, and
Node.js. Just click on the download icon in the top menu and select your preferred option.



The main goal of downloading your ensemble in a programming language is to make local predictions
faster and at no cost. (See Figure 2.97.)

1 Download

ensemble
Actionable Ensemble Download

Whole actionable madel:
Java

Bython

Select
programming
language

Close

Figure 2.97: Download your ensemble

2.7.2 Using Ensembles Via the BigML API

Ensembles have full citizenship in the BigML API. This means you can programmatically create, update,
list, delete, and use them for predictions. For example, this is how you can create en ensemble from the
command line with custom values for a few available arguments. This will require you have properly set
the BIGML_AUTH environment variable to contain your authentication credentials:

curl "https://bigml.io/ensemble?$BIGML_AUTH" \
-X POST \
-H 'content-type: application/json' \
-d '{"dataset": "dataset/4f66a80803ce8940c5000006",
"name": "my ensemble",
"number_of_models": 32}'

For more information on using ensembles through the BigML API, please refer to ensemble REST API
documentation.

2.7.3 Using Ensembles Via the BigML Bindings

BigML bindings provide a convenient way to access BigML REST API from your language of choice.
They offer a higher-level view of BigML Machine Learning resources and algorithms in a number of
languages, including Python, Node.js, Java, Swift, and Objective-C. For example, this is how you can
create en ensemble in Python using BigML bindings:

from bigml.api import BigML

api = BigML()

prediction = api.create_ensemble("dataset/573d997058a27e0£620038df",
"number_of_models": 32,
{"name": "my Ensemble"})

For more information on using ensembles through the BigML API, please refer to BigML bindings docu-
mentation.
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2.8 Ensemble Limits
BigML imposes a few limits on the characteristics of an ensemble that it can handle. Some of them are
the same that applies to models.

* Number of trees: A maximum of 1,000 trees are allowed for Decision Forests and a maximum of
2,000 trees for Boosted Trees.

* Number of iterations: A maximum of 1,000 iterations are allowed for Boosted Trees.

* Fields: There is no enforced limit to the number of fields that can be present in a model.
* Instances: There is no enforced limit to the number of instances that can be handled.

+ Classes: A maximum number of 1,000 distinct classes per field is allowed.

» Terms-tokens: BigML can handle up to 1,000 tokens total. In case multiple text fields are defined,
then the token limit per field is divided by the number of text fields.

Terms-full terms: BigML can handle up to 256 characters total.

 Items: A maximum of 10,000 items per field is allowed.

Node threshold: BigML supports a value between 3 and 2,000.

2.9 Descriptive Information

Each ensemble has an associated name, description, category, and tags. In Figure 2.98, you can
see the options that the More info panel gives to edit them.
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Figure 2.98: Panel to edit an ensemble’s name, category, description and tags

2.9.1 Name

Each ensemble has an associated name that is displayed on the list view and also on the top bar of an
ensemble view. Ensemble names are indexed to be used in searches. When you create an ensemble,
by default, it gets the name of the file that you used to create it You can edit it using the MORE INFO
menu option on the right corner of the ensemble view (see Figure 2.98).

The name of an ensemble cannot be longer than 256 characters. There is no restriction on the charac-
ters that can be used in an ensemble name. More than one ensemble can have the same name even



within the same project, since they are automatically assigned unique internal identifiers.

2.9.2 Description

Each ensemble also has a description, taken from the dataset used to create them, that it is very useful
for documenting your Machine Learning projects. Descriptions can be written using plain text and also
markdown'®. BigML provides a simple markdown editor that accepts a subset of markdown syntax.
(See Figure 2.99.)

Edit description

‘You can add formatting and links using a simple markdown language:
Bii=e

lescription** here

Description:

Write your description here

Cancel Update

Figure 2.99: Markdown editor for ensemble descriptions

Descriptions cannot be longer than 8192 characters and can use almost any character.

2.9.3 Category

Each ensemble has an associated category inherited from the dataset used to create it. Categories are
useful to classify ensembles according to the domain which your data comes from. This is useful when
you use BigML to solve problems across industries or multiple customers.

An ensemble category must be one of the categories listed on table Subsection 2.9.3.
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Category

Aerospace and Defense

Automotive, Engineering and Manufacturing

Banking and Finance

Chemical and Pharmaceutical

Consumer and Retail

Demographics and Surveys

Energy, Oil and Gas

Fraud and Crime

Healthcare

Higher Education and Scientific Research

Human Resources and Psychology

Insurance

Law and Order

Media, Marketing and Advertising

Miscellaneous

Physical, Earth and Life Sciences

Professional Services

Public Sector and Nonprofit

Sports and Games

Technology and Communications

Transportation and Logistics

Travel and Leisure

Uncategorized
Utilities

Table 2.6: Categories used to classify ensembles by BigML

29.4 Tags

An ensemble can also have a number of tags associated with it that can help to retrieve it via BigML’s
API or to provide ensembles with some extra information. Each tag is limited to a maximum of 128
characters. Each ensemble can have up to 32 different tags.

2.9.5 Counters

For each ensemble, BigML also stores a number of counters to track the number of other resources that
have been created using it as a starting point. In the ensemble view, you can see a menu option that
displays these counters. It also allows you to quickly jump to all the resources of one type that have
been created with this ensemble as shown in Figure 2.100.
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Figure 2.100: Menu option to quickly access to resources created with an ensemble



2.10 Ensemble Privacy

Privacy options for an ensemble can be defined in the More Info panel, displayed in Figure 2.101.

There are two levels of privacy for BigML ensembles:
 Private: only accessible by authorized users (the owner and those who have been granted ac-
cess).

» Shared: by enabling the secret link you will get two different links to share your ensemble. The
first one is a sharing link that you can copy and send to others so they can visualize and interact
with your ensemble chart. The second one is a link to embed your model directly on your web

page.
You can also share the individual component models (see Section 1.11).
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Figure 2.101: Ensemble privacy options

2.11 Moving Ensembles to Another Project

When you create an ensemble it will be assigned to the project where the original dataset used to create
it belongs to.

Ensembles can only be assigned to a single project. However, you can move ensembles between
projects. The MOVE TO menu option to do this can be found in two places:

1. In the ensemble list view, within the 1-click actions for each ensemble (Figure 2.102).
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Figure 2.102: Menu option to move ensembles



2. Within the one-click actions of an ensemble in the ensemble list view as you can see on Fig-
ure 2.103.
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Figure 2.103: Menu option to move ensembles from the ensemble list view

In both cases, by selecting the MOVE TO menu option, you will be displayed a list of existing projects that
you can assign your resource to. Alternatively, create a new project for your ensemble using the NEw
PROJECT menu option.

2.12 Stopping Ensemble Creation

You can also stop an ensemble creation process while BigML is not yet done with it from the one-click
actions menu (Figure 2.104). This can be useful, e.g., when you are creating an ensemble from a
large dataset, or an ensemble with many nodes, and later realize that you should have done something
differently, be it when configuring the resource, preparing the dataset, etc.
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Figure 2.104: Menu option to stop an ensemble creation

A modal window (Figure 2.105) will be displayed asking you for confirmation.
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Figure 2.105: Menu option to stop an ensemble’s creation

Note: if you stop the model during its creation, you will not be able to resume the same task. If
you want to create the same model, you will have to start a new task.

2.13 Deleting Ensembles

You can delete your ensembles in two ways:

* From the ensemble view, using the DELETE ENSEMBLE option from 1-click action menu.(See Fig-
ure 2.106.)
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Figure 2.106: Menu option to delete a ensemble

 Using the DELETE ENSEMBLE pop up menu option on the ensemble list view. (See Figure 2.107.)
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Figure 2.107: Ensemble deletion pop up menu option

A modal window (see Figure 2.108) will be displayed asking you for confirmation. Once you delete an
ensemble, it is deleted permanently and there is no way you (or even the IT folks at BigML) can retrieve



Are you sure you want to delete this ensemble?

If you delete this ensemble, you will no longer have access to it and you will need to recreate it
from your datasets.

."/-'—‘—\‘.

Figure 2.108: Ensemble deletion modal window

2.14 Takeaways

This chapter explains ensembles in detail. See below a list of key points:

An ensemble is a collection of decision tress which are combined together to create a stronger
model with better predictive performance.

Ensembles are one of the best performing Machine Learning algorithms, often winning Machine
Learning competitions across a multitude of domains and use cases.

Ensembles are very fast to train and test, which significantly streamlines real-life Machine Learning
projects.

You can use ensembles to solve classification and regression problems.

BigML provides three types of ensembles: Bagging (a.k.a. Bootstrap Aggregating), Random De-
cision Forests and Boosted Trees. Bagging builds each model from a random subset of dataset.
Random Decision Forests adds an additional element of randomness by choosing random features
at each split. Boosted Trees iteratively builds each single model trying to learn from the previous
model mistakes.

You can build ensembles from datasets that have been created in BigML. (See Figure 2.109)

An ensemble can be an input to an evaluation, to a prediction, or to a batch prediction. (See
Figure 2.109).

BigML ensembles support any type of fields as input fields (categorical, numeric, text and items
fields).

You can create an ensemble with just 1-click or configure it as you wish. Ensembles are virtually
parameter free, giving excellent results with no tuning.

If you don’t specify any objective field, BigML will take the last valid field in your dataset.

The default number of models for your ensemble is set to 10, and the maximum allowed from the
Dashboard is 1,000 for Decision Forests and 2,000 for Boosted Trees.

In BigML, you can choose three different pruning strategies when building your ensemble: smart
pruning, statistical pruning, or no statistical pruning.

By default, BigML ensembles don’t consider missing values when choosing splitting rules, but you
can explicitly include them.

BigML provides three different options to assign specific weight your instances: balance objective,
objective weights, weight field.



They inherit all the good qualities of individual trees including handling missing data and speed of
prediction. However, they are not as easy to interpret as a single decision tree.

You can visualize your ensemble using the ensemble chart. The chart is a graphic representation
of the marginal effect a subset of input fields have on the objective field (ensemble predictions)
disregarding the rest of the fields.

As with individual decision trees, the field importance for ensembles provides a measure of a field
importance on predictions relative to the others.

You need to evaluate your ensemble’s performance with data that the ensemble has not seen
before.

For Decision Forests, the final prediction and, probability,confidence (or expected error), or votes is
not known until all the component tree predictions are combined with the selected voting strategy
(a.k.a. operating kinds in BigML).

BigML provides three different strategies to combine the final Decision Forests prediction: proba-
bility, confidence and votes.

Predictions for Boosted ensembles do not use combiners since the final rprediction is an additive
process rather than averaged.

For classification Boosted Trees the probability of each class is returned at the prediction time
while regression Boosted Trees do not have any accuracy measure for predictions.

You can predict single instances or multiple instances in batch using your ensemble.

BigML provides local predictions from the Dashboard for single instances, which allow you to get
a real-time prediction without consuming any credits or requiring any internet connection.

BigML batch predictions allow you to make simultaneous predictions for multiple instances. For
batch predictions, you always get a CSV file and an optional output dataset.

You can download an ensemble in a number of programming languages including Python, Java,
Node.js, and Objective-C, among others, to use it in your local environment, and make predictions
faster at no cost.

You can furnish your ensemble with descriptive information (name, description, tags, and cate-
gory).

You can move an ensemble between different projects.

Ensembles cannot be shared, but you can share the individual component models.

You can stop the ensemble creation before the task has finished.

You can permanently delete an ensemble.
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Figure 2.109: Model Workflows



Linear Regressions

3.1 Introduction

There are multiple Machine Learning problems that can be solved using supervised Machine Learning
techniques. These problems require predicting an output variable (objective field) given a number of in-
put variables (input fields). They can be divided into classification and regression depending on whether
you need to predict a category (label or class) or a continuous value (a real number), respectively. To
learn more about concrete use cases for both problems refer to Section 1.1.

Linear Regression is a supervised Machine Learning technique that can be used to solve regression
problems. These problems can also be solved with other Machine Learning methods, such as models,
ensembles, or deepnets. These methods are explained in Chapter 1, Chapter 2, and Chapter 5 respec-
tively. Depending on the problem you are trying to solve and the data available, some techniques may
perform significantly better than others. The main difference between linear regression and others is
that linear regression assumes your objective field has a linear relationship with your input fields. For
this reason, linear regressions work best in those problems where this assumption is accurate.

This chapter contains a comprehensive description of BigML’s linear regression models including how
they can be created with 1-click (Section 3.3), all configuration options available (Section 3.4), and the
different visualizations provided by BigML (Section 3.5). See Section 3.6 for an explanation of how linear
regressions can be used to make predictions. You can also export your linear regressions in different
formats to make local predictions faster at no cost (Subsection 3.6.4.1). The process to evaluate your
linear regressions’ predictive performance in BigML is explained in a different chapter (Chapter 7).

In BigML, the third tab (Supervised) of the main menu of the Dashboard allows you to list all of your
available linear regressions. The linear regression list view (Figure 3.1), details the Dataset used to
create it, the Name, Objective (objective field field name), Age (time elapsed since it was created),
Size, and number of evaluations, predictions, and batch predictions that have been created using
that linear regression. The SEARCH menu option in the top right corner of the linear regression list view
allows you to search your linear regressions by name.



Sources Datasets Supervised = Unsupervised Predictions + Tasks WhizzML ~

-_;_s‘ b Linear Regressions & @
'" Name Objective ﬁ & B8
Prediction of lending club monthly payment instaliment Smin 43MB
Predicting Wine Quality quality 3smin 258.2 KB
airbnb price prediction price 40min 13.8KB
iris dataset petal width 13h 1min 4.5KB
Predict plasma glucose from patient data plasma glucose 13h 5min 256 KB
automobile miles per gallon mpg 13h 10min 17.7KB
Predicting abalone age from measurements Glass_number_of_rings 130 17min 1916 KB
Loan_risk_data credit_amount 18h 14min 135.8 KB
LR G AL i AL Fatalities in crash Fata 1d21h 771.2KB
Hotel reviews Rating_Percentage 2w Ed 1.2MB
Show | 10 a linear regressions 1to 10 of 10 linear regressions n

Figure 3.1: Linear regression list view

By default, when you first create an account at BigML, or every time that you start a new project, your
list of linear regressions will be empty. (Figure 3.2)

Predictions = WhizzML =

-é " B Linear Regressions & @ o
il Name Objective = a &n
Show | 10 linear regressions Mo linear regressions

Figure 3.2: Empty Dashboard linear regression view

Finally, in Figure 3.3 you can see the icon used to represent a linear regression.

el —

Figure 3.3: Linear Regression icon

3.2 Understanding Linear Regressions

As mentioned in the introduction of this chapter, linear regression is a supervised learning algorithm
used to solve regression problems. It's simple to understand and has very good interpretability.

Linear Regression assumes a linear relationship between the input fields, also called predictors, and the
single objective field, or the output variable. More specifically, the objective field can be modeled from a
linear combination of the input fields:



y = Bo + Prx1 + Baxa.... + Bnn

This is the linear regression formula, also called linear equation, where y is the objective field, (x1,za, ..., x,)
represent the n variables, also called predictors, for the input fields in the input data, and (51, 52, - - ., 8n)
are the coefficients which are the scale factors assigned to the respective variables. The one additional
coefficient gy is often called the intercept or the bias coefficient.

Learning a linear regression model means estimating the values of the coefficients with the data avail-
able. A positive coefficient (5; > 0) for a input field, indicates a positive correlation between the input
field and the objective field, while a negative coefficient (3; < 0) indicate a negative correlation. Higher
absolute coefficient values for a field results in a greater influence of that field on predictions. When a
coefficient becomes zero, it effectively removes the influence of the input field on the model and hence
on the predictions.

BigML Linear Regression produces an estimate for the coefficient values 5y, 1, ..., 8, using a least-
squares fit on the training data.

BigML provides a table containing all your linear regression coefficients. (See Subsection 3.5.2)

When the linear regression has learned the coefficients, you can use the model to make predictions for
new instances. In a prediction, the linear regression returns a predicted value of the objective field.

By definition, the input fields (z1, z»,. .., z,) in the linear regression formula need to be numeric values.
However, BigML linear regressions can support any type of fields by applying a set of transformations to
categorical, text, and items fields. Moreover, BigML can also handle missing values for any type of field.
The following subsections detail both behaviors.

3.2.1 Input Field Transformations

Apart from numeric fields, BigML linear regressions are optimized to support categorical, text and items
fields by applying a set of transformations in order to convert them to numeric values:

» Categorical fields are Dummy encoded by default. Dummy encoding converts one n-class cate-
gorical field to n separate variables. One of the classes is designated as the reference or dummy
class, which is assigned a value of 0 for each variable. The dummy class, if not specified by the
user, is the first class value in lexicographic order. So there are n-1 variables (n classes minus the
dummy class); one additional variable for missing values is created if the training dataset contains
missing values for this field. For a given instance, the variable corresponding to the instance’s
categorical value has its value set to 1 (except if the categorical value is the dummy class), while
the other variables are set to 0.

BigML also provides Contrast coding and Other coding, that you can configure for each of your
categorical fields. See Subsection 3.4.6 for a complete explanation of categorical fields encoding.

» For text fields, each term is mapped to a corresponding numeric variable, whose value is the
number of occurrences of that term in the instance. Text fields without term analysis enabled are
excluded from the model (read the Sources with the BigML Dashboard document to learn more
about text analysis [11]).

+ For Items fields, each different item is mapped to a corresponding numeric field, whose value is
the number of occurrences of that item in the instance.

3.2.2 Missing Values

BigML linear regressions can handle missing values for any type of field. For categorical, text, and items
fields, missing values are always included as another category, term or item by default.

For numeric fields, missing values are always included. If a field in the training data contains missing
data, then a corresponding binary-valued predictor will be created which takes a value of 1 when that
field is missing in a particular row, and 0 otherwise. The other predictors pertaining to that field will
have a value of 0 when the value is missing. Once the linear regression is created, you can find an
additional coefficient for each field at the end of the coefficient table. (See Figure 3.4) Learn more about
the coefficient table in Subsection 3.5.2.



Alternatively, you can replace your missing numeric values by another valid value like the field’s mean,
median, maximum, minimum or zero (see Subsection 3.4.3).

If the input data does not contain missing values for a field, the coefficient for missing values will be zero,
except in the case of text fields which can be different from zero. This is due to the fact that BigML has a
limit of 1,000 terms for text fields, so there may be instances not containing any of the terms considered
to build the model and appear as missing values instead. (See Subsection 3.8.0.1 to know more about
term limits for text fields.)

Supervised Unsupervised Pradictions « Tasks WhizzML ~

| 0B eces Predicting abalone age from measurements ® G =@ O
4177 NOTDEFINED CLASS NUMBER OF RINGS YES YES

rr == 01 |» ey
Bias and predictors Type Coefficients
Bias 3.80015 Do
Sex= M [ asC ] 0.05522 Ao
Sex= | [ asc ] -0.82452 VAL
Sex= F (O Asc | 0
Length -0.47157 A o
Diameter [ 123 ] 11.07550 Do
Height 10.73700 O o
Whole_weight 8.98378 FARIE
Shucked_weight 123 -19.78820 PANE:]
Viscera_weight -10.57760 FARIL
Shell_weight [ 123 ] B.73112 VAL
Sex [ missing ] 1.88682 A o
Diameter [ missing ] 2.90388 A o
Show | 25 variables 11013 of 13 variables n

Figure 3.4: Missing numeric coefficients at the end of linear regression table

3.2.3 Number of Predictors

Because of input field transformations and missing values, one input field may become more than one
predictors in the linear equation to fit the data. This table summarizes the nubmer of predictors which
will be generated for each input field type.



Input field type No Missing Value Missing Values
Numeric 1 2
g:;?%?ﬁ':ﬁé’o ded (number of classes) - 1 number of classes
S:r:?rgz’?gfléther-enco ded number of classes (number of classes) + 1
Text number of terms (number of terms) + 1
ltems number of items (number of items) + 1

Table 3.1: Number of predictors per input field

Bias term, which is also called intercept term and enabled by default, is a predictor.

For example, if the data has 10 numeric input fields, 2 of them have missing values, it will generate
8 + 2 x 2 = 12 predictors. It also has 2 categorical fields, one has 6 classes and is dummy-encoded
without missing values, another has 3 classes and is contrast-encoded with missing values, which will
generate 6 — 1 + 3 + 1 = 9 predictors. It's also got a text field which has 15 terms and missing values,
and this will generate 15 + 1 = 16 predictors. In addition, it has 1 items field which has 8 items and no
missing values and this will become 8 predictors. Bias term is enabled. Altogether, this linear regression
will have 46 predictors from its 14 input fields.

3.2.4 llI-Conditioned Problems

A linear regression is ill-conditioned when there is insufficient data to estimate the value of the coeffi-
cients. Typically, this is when the number of rows is fewer than the number of predictors. In this case,
the coefficients which are unable to be estimated will be set to 0, and in the JSON response of the
model, the stats output will not contain standard_errors, z_values, confidence_intervals, and p_values.
A warning will also be added to the model status.

Predictions with an ill-conditioned linear regression will have confidence and prediction intervals equal
to 0.

3.3 Creating Linear Regressions with 1-Click

To create a linear regression in BigML you have two options: either the 1-click option which uses the
default values for all available configuration options, or you can tune the parameters in advanced by
using the configuration options explained in Section 3.4. This section explains how to create a linear
regression with 1-click.

From the dataset view, select the 1-CLICK LINEAR REGRESSION option in the 1-click action menu menu.
(See Figure 3.5)
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Figure 3.5: Create 1-click linear regression from dataset 1-click action menu

Alternatively, you can use the 1-CLICK LINEAR REGRESSION option in the pop up menu from the dataset
list view. (See Figure 3.6.)

Sources Supervised + = Unsupervised = Pradictions = Tasks WhizzML ~
Datasets i <
B flome = A QfmZ LR VR
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&
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ooso mEoo 6K
||?‘ VIEW DETAILS
" 3K
oli’ DELETE DATASET
1 l'; MOVETO 180K

Figure 3.6: Create 1-click linear regression from dataset popup menu

Either option builds a linear regression using the default values for all available configuration options.
(See Section 3.4.)

Note: for some datasets, the 1-click option may be disabled. This can be due to the fact that
your dataset does not contain any numeric field or the field taken as the default objective field
field is not numeric. If you do not specify any objective field BigML takes the last numeric field
in your dataset as the objective field by default. To change the objective field, either configure
your linear regression or select the objective field from your dataset (both options are explained
in Subsection 3.4.1)



3.4 Linear Regression Configuration Options

While the 1-click creation menu option (see Section 3.3) provides a convenient and easy way to create a
BigML linear regression, you can also have more control over the linear regression creation and config-
ure a number of parameters that affect the way BigML creates linear regressions. Click the CONFIGURE
LINEAR REGRESSION menu option in the configuration menu of your dataset view. (See Figure 3.7.)

Sources Supervised v Unsupervised ~  Predictions ~  Tasks WhizzML ~
= P, s abalone dataset e % &G % ©
] I
= & . x
| €% mopEL % cLusTER :
M Ty .
ame e {65 ensemeLe %2k ANOMALY
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% LocisTic ReGRESSION dk Topic MoDEL |
Length [ 123 ] &“ﬁk DEEPMET ;)fﬁ? PCA I"In..
% TivE sERIES I
Diameter [ 123 ] N III
&ﬁk OPTIML [T
Haight [ 123 | 4177 0 0 “"mll
..---llll““ "Illlu

Figure 3.7: Configure linear regression

3.4.1 Objective Field

The objective field, or “target field”, is the field you want to predict. Linear regressions only support
numeric fields as the objective field.

BigML takes the last numeric field in your dataset as the objective field by default. If you want to change
the objective field, you have two options: you can select another field from the configuration panel to
build the linear regression, or you can change it permanently from your dataset view.

+ Select the Objective field from the linear regression configuration panel. This option will only
affect the linear regression you are building that time. (See Figure 3.8.)
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Figure 3.8: Configure the objective field to create the linear regression

Change the default objective field for the dataset. This option will save your objective field pref-
erence for any model you build. Click on the edition icon next to the field name when you mouse
over it, a pop up window will be displayed. Then click on the Obijective field icon and Save it.
(See Figure 3.9.)
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Figure 3.9: Change the default objective field



3.4.2 Automatic Optimization

You can turn on the Automatic optimization option so BigML will automatically tune the parameters of
your linear regression (see Figure 3.10).

Unsupen Predictions = Tasks WhizzML ~
=L B e abalone dataset % . =)*
LINEAR REGRESSION CONFIGURATION B
Objective field: @75 Automatic optimization Max. training time: Linear regression candidates:
128
Class_number_of_rings m T 00:30:00 @ — —
Default numeric value:
Selectadefaultvalue |~
% Advanced configuration (C]
Linear regression name:
[ | S
abalone dataset | Reset | ol

Figure 3.10: Automatic optimization

The main focus of optimization in linear regression is the bias term, also known as the intercept term.
Hand-tuning it is a time consuming process and BigML offers first-class support for automatic linear
regression parameter optimization.

Behind the scenes, BigML uses the same technology for linear regression parameter optimization as the
one used for OptiML. If you want to know more about the technical details, please read the Chapter 2 of
the document OptiML with the BigML Dashboard [10].

When you turn on the Automatic optimization option, all the linear regression parameters will be
disabled (because they will be automatically optimized), except the Default humeric value and the
Weights parameters which you can manually configure (see Figure 3.11).

Sources Supervised Unsupervised = Pradictions = Tasks WhizzML ~
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5
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Figure 3.11: Configure the default numeric value

Since the optimization process can take some time, BigML offers two configurable parameters to limit
the time to create the optimized linear regression: a training duration (see Subsection 3.4.2.1) and the
linear regression candidates (see Subsection 3.4.2.2).



3.4.2.1 Training duration

The scale parameter to regulate the linear regression runtime. It's set as an integer from 1 to 10. It
indicates the user preference for the amount of time they wish the optimization to take. The higher the
number, the more time that users are willing to wait for possibly better linear regression performance.
The lower the number, the faster that users wish the linear regression training to finish. The default value
is set to 5.

The training duration is set in a scale. The actual training time depends on the dataset size, among other
factors.

Sources Supervised Unsupervised ~  Predictions WhizzML ~
T R eeee abalone dataset ko =%
LINEAR REGRESSION CONFIGURATION n
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Select a default value ¥

% Advanced configuration (C]

Linear regression name:

abalone dataset

5

_| | Reset
Figure 3.12: Training duration

3.4.2.2 Linear regression candidates

The maximum number of different linear regressions (i.e., linear regressions using a unique configura-
tion) to be trained and evaluated during the optimization process. The default number is 128 candidates
which is usually enough to find the best linear regression, but you can set it from 4 up to 200. Only
the top-performing linear regression will be returned. If the training duration is very low (see Subsec-

tion 3.4.2.1) given the dataset size, it is possible that not all the linear regression candidates will be tried
out.

Sources Supervised ¥ Unsupervised = Predicticns + Tasks WhizzML +
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Figure 3.13: Linear regression candidates



3.4.3 Default Numeric Value

Linear regressions can include missing values as valid values for any type of fields as explained in
Subsection 3.2.2. However, there can be situations for which you don’t want to include them in your
model. For those cases, the Default numeric value parameter is an easy way to replace missing
numeric values by another valid value. You can select to replace them by the field’'s Mean, Median,
Maximum, Minimum or by Zero. (See Figure 3.14.)
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Figure 3.14: Select a default numeric value to replace missing numeric values

Note: if your dataset does not contain missing values for your nhumeric fields, this parameter will
not have impact on your linear regression.

3.4.4 Weights

It is not unusual for a dataset to have unbalanced fields, which means there are many instances in
certain ranges, and few in others. For example, in datasets used to model company financials, there
are many more companies with employees numbered from 50-500, while there are only a few with more
than 100,000 employees. So as the company size increases, there are fewer cases to fit. In that case,
you may want to assign more weights to the scarce instances so they are equivalent to the abundant
ones.

BigML provides an option to assign specific weights to your instances (see Figure 3.15).
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Figure 3.15: Weight options for linear regression

3.4.4.1 Weight Field

The Weight field option allows you to assign individual weights to each instance by choosing a special
weight field. The selected field should be integer, with a minimum value of 1, and it must not contain any
negative or missing values. However, any non-negative weight field will be accepted. If the minimum
value is different from 1, each value in the weight field will be divided by the minimum value and rounded
to the nearest integer.

If an instance has a weight of 3 it will be replicated three times in the dataset to train the model.

The weight field will be excluded from the input fields when building the linear regression. You can select
an existing field in your dataset or you may create a new one in order to assign customized weights.

3.4.5 Bias

You can include or exclude the Bias from the model, a.k.a. the intercept term of the linear regression
formula. (See formula in Section 3.2.) For most cases, including the bias results in a better model. By
default it is included. (See Figure 3.16.)
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Figure 3.16: Bias parameter

3.4.6 Field Codings

Categorical fields must be converted to numeric values in order to train a linear regression model. By
default, they are Dummy encoded, with the default dummy class as the first class in lexicographic order.
BigML also allows you to configure two other types of coding for each one of your categorical fields:
Contrast coding, and Other coding. See the following subsections for a detail explanation of each
option. (Learn more about input fields transformations in Subsection 3.2.1.)

3.4.6.1 Dummy Coding

The main goal of using dummy coding’ is to compare a class selected as the reference or control class
with the rest of classes. The control class is assigned a value of 0 for each variable. The control class
is called dummy class in BigML and it is usually a class with a representative number of instances
compared to the other classes in the dataset. See an example of dummy coding schema for three
different classes, with the “Class 1” being the dummy class, in Table 3.2:

Classes C0 C1 C2

Class 1 0 0 0
Class 2 1 0 0
Class 3 0 1 0
MISSING 0 0 1

Table 3.2: Dummy coding example for 3 classes

"https://en.wikipedia.org/wiki/Categorical_variable#Dummy_coding


https://en.wikipedia.org/wiki/Categorical_variable#Dum my_coding
https://en.wikipedia.org/wiki/Categorical_variable#Dum my_coding

To set Dummy coding for a field:
1. Click on the configuration icon next to the field name. (See Figure 3.17.)
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Figure 3.17: Field coding configuration

2. A modal window will be displayed so you can configure the field codings for that field. If the field
does not have a previous configuration for field codings, it will be disabled. Enable field coding
configuration by clicking on the green switcher shown in Figure 3.18.
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Figure 3.18: Enable field coding configuration

3. Select the class you want to set as the dummy class. (See Figure 3.19.)
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Figure 3.19: Select the dummy class

4. Click Save . Make sure you saved your configuration by looking at the bottom message “Config-
ured Coding: DUMMY”. (See Figure 3.20.)
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Figure 3.20: Field codings: dummy

Note: you cannot select several field codings for the same field simultaneously.

5. Close the modal window by clicking outside or by clicking Cancel .
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Figure 3.21: Close modal window

Note: if the Cancel button is red, it indicates there are changes you have not saved yet so
you will lose them by closing the modal window.

6. After configuring the field codings for a field, the configuration icon will become green. (See Fig-
ure 3.22.)



Predictions «

e . cees abalone dataset o =7
LINEAR REGRESSION CONFIGURATION m
Objective field: 7™ Automatic optimization o

Class_number_of_rings [ 123 WK

Default numeric value:

Select a default value v

% Advanced configuration @

Linear regression name:

abalone dataset Reset | E

© |- Q x
Name Missing Errors Histogram
Sex ™ ko) 4177 0 0

Length

e )

123 ] 4t o 0 ......nllI|||||II"|II|I“I||..
Diameter L 123 arr o ’ ..m|lII|||“IIIII||II|III|I|.-

- wr ool

- 0 S |11 T——

Figure 3.22: Field codings configured

Height

Whole_weight

. To remove the field coding configuration for that field, click Disable from the switcher and click
Save again. (See Figure 3.23.)
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Dummy coding selected
Dummy coding:
Class Select
business (o]

g domestic appliance 0 A
education ®
furniturefequipment 0
new car (o]

P -~
Gonfigured coding: DUMMY Cancel Save

Figure 3.23: Disable field coding configuration



After creating your linear regression, your dummy class will be identified with the dummy icon in the
coefficients table view (see Subsection 3.5.2). (See Figure 3.24.)

Supervised v Unsupervised Predictions ~  Tasks WhizzML ~

= fp e Predicting abalone age from measurements & G =@ O
4177 NOT DEFINED CLASS NUMBER OF RINGS YES YES

- = o1 |2 o
Bias and predictors Type Coefficients
Bias [ 123 ] 3.90015 Far:
Sex= M [ asC | 0.05522 A le
Sex= | ABC -0.82452 FANE:

Dummy Class

Sex=F [ ABC | 0
Length [ 123 ] 0.47157 A o
Diameter [ 123 ] 11.07550 Do
Height [ 123 ] 10.73700 HDo
Whole_weight [ 123 ] 8.98378 N o
Shucked_weight [ 123 ] -19.76820 O o
Viscera_weight [ 123 ] -10.57760 Do

Figure 3.24: Dummy class in table view

3.4.6.2 Contrast Coding

Contrast coding? allows you to set different values for different classes. Instead of the 0-1 values of
Dummy coding, you will be able to set any integer or float value for each of the classes, plus an additional
one for missing values. The sum of all values must equal 0. The values of the classes need to be set
based on certain hypothesis, e.g., higher values for a class assume this class has more influence on the
objective field than the others. A positive value indicates a positive relationship between the class and
the objective field while a negative value indicates a negative relationship. A coefficient of 0 will exclude
the class from the model. In the Table 3.3 you can see an example of contrast coding schema for three
different classes.

Classes Cco

Class 1 0.5
Class 2 -0.25
Class 3 -0.25
MISSING 0

Table 3.3: Contrast coding example for 3 classes

To set Contrast coding for a field, follow these steps:

1. Click on the configuration icon next to the field name. (See Figure 3.25.)

®https://en.wikipedia.org/wiki/Categorical_variable#Contrast_coding
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Figure 3.25: Field coding configuration

. A modal window will be displayed so you can configure the field codings for that field. If the field
does not have a previous configuration for field codings, it will be disabled. Enable field coding
configuration by clicking on the green switcher shown in Figure 3.26



Configure field coding for credit_history field

DISABLED &

Dummy coding:

Class Select

all paid

critical/other existing credit
delayed previously

existing paid

no credits/all paid

Configured coding: NONE Cancel

Figure 3.26: Enable field coding configuration

3. Select the Contrast coding option. (See Figure 3.27.)

Configure field coding for credit_history field

@S ENABLED @ @ @

Contrast coding:

Class Value

all paid 0

critical/other existing credit [}

delayed previously 0

existing paid [}

no credits/all paid 0
Configured coding: NONE Cancel

Figure 3.27: Field codings: contrast coding

4. Set the values you want for your classes based on your hypothesis. All classes values must sum
0. (See Figure 3.28.) By using the BigML API, multiple contrast codings can be given for a field
as long as all the codings are orthogonal to ensure there are no co-dependent coefficients. Check
the corresponding



documentation®.

Configure field coding for credit_history field

@75 ENABLED @ '@‘ @

Contrast coding:

Class Value

all paid 1

critical/other existing credit -1

delayed previously -0.75

existing paid 0.5

no credits/all paid 0.25
Configured coding: NONE

Figure 3.28: Set the contrast coding values for each class

Note: you cannot select several field codings for the same field simultaneously.

5. Click Save . Make sure you saved your configuration by looking at the bottom message “Config-
ured Coding: CONTRAST". (See Figure 3.29.)

Shttps://bigml.com/api/linearregressions#lr_coding_categorical_fields
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Configure field coding for credit_history field

@2 ENABLED @ '@‘ ®
Contrast coding selected

Contrast coding:

Class Value

all paid 1

critical/other existing credit -1

delayed previously -0.75

existing paid 05

no credits/all paid 0.25
Configured coding: GONTRAST . Cancel .

Figure 3.29: Contrast coding saved

6. Close the modal window by clicking outside or by clicking Cancel .

Configure field coding for credit_history field

@95 ENABLED @ 'é‘ @
Contrast coding selected

Contrast coding:

Class Value

all paid 1

critical/other existing credit -1

delayed previously -0.75

existing paid 0.5

no credits/all paid 0.25
Configured coding: CONTRAST Cancel

Figure 3.30: Close modal window

Note: if the Cancel button is red, it indicates there are changes you have not saved yet so
you will lose them by closing the modal window.

7. After configuring the field codings for a field, the configuration icon will become green. (See Fig-
ure 3.31.)
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Figure 3.31: Field codings configured

. To remove the field coding configuration for that field, click Disable from the switcher and click
Save again. (See Figure 3.32.)
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Contrast coding:
Class Value
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Configured coding: CONTRAST Cancel Save

Figure 3.32: Disable field coding configuration

After creating your linear regression, you will be able to see your Contrast coding values in the coeffi-
cients table view (see Subsection 3.5.2) by clicking on the icon. (See Figure 3.33.)

Unsupervised = Pradictions « Tasks WhizzML «

= | B | cece Loan risk data dataset ® & =& O
1,000 NOT DEFINED CREDIT_AMOUNT YES YES

- = o1 |5 G
Bias and predictors Type Coefficients
Bias [ 123 ] 4434.90000 FASE:]
checking_status = no checking -166.90200 FANEE:]
checking_status= <0 -368.29900 FARY:/
checking_status = O<=X<200 @ [1]
checking_status = >=200 -801.30900 FANK:
duration 23 125.82000 FANK:]
credit_history ()8 -23.10250 A o
purpose = radio/tv -172.02600 A o
purpose = new car 91.26980 PANRN:]
purpose = furniture/equipment 67.70620 & (4]
purpose = used car £09.84000 Fag/

Figure 3.33: Contrast icon in table view

A modal window will be displayed with your codings values and you can download them in CSV or JSON



format by clicking on the corresponding icons. (See Figure 3.34.)

@ creait_history
Class
existing paid
critical/other existing credit
delayed previously
all paid

no credits/all paid

Value

-0.75

0.5

0.25

Figure 3.34: Contrast modal window in table view

3.4.6.3 Other Coding

Other coding* allows you to set different values for different classes. It works the same way as contrast
coding (see Subsection 3.4.6.2), but in this case the values do not need to sum 0. In the Table 3.4 you
can see an example of other coding schema for three different classes.

Classes Cco

Class 1 2
Class 2 -0.4
Class 3 3
MISSING 1

Table 3.4: Other coding

To set Other coding for a field, follow these steps:

1. Click on the configuration icon next to the field name. (See Figure 3.35.)

“https://en.wikipedia.org/wiki/Categorical_variable#Contrast_coding
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. A modal window will be displayed so you can configure the field codings for that field. If the field
does not have a previous configuration for field codings, it will be disabled. Enable field coding

Figure 3.35: Field coding configuration

configuration by clicking on the green switcher shown in Figure 3.36

Configure field coding for purpose field

DISABLED (T

Dummy coding:

Class Select

business

domestic appliance
education
furniture/equipment
new car

e

Configured coding: NONE Cancel Save

Figure 3.36: Enable field coding configuration



3. Select the Other coding option. (See Figure 3.37.)

Configure field coding for purpose field W

[ e, |
@92 ENABLED @ @ @

Dummy coding:

Class Select

business ®

domestic appliance (o]

education (o]

furniture/equipment (o]

new car (o]

nnnnn -~
Configured coding: NONE Cancel Save

Figure 3.37: Field codings: other coding

4. Set the values you want for your classes based on your hypothesis. You can set any float or integer
value. (See Figure 3.38.) By using the BigML API, multiple other codings can be given for a field.
Check the corresponding

documentation®.

Configure field coding for purpose field

L=
@WES EnABLED @ @ @
Other coding:
Class Value
business 1
domestic appliance 3
it
education 04
furniture/equipment 0
new car -2
T n
Gonfigured coding: NONE m Save
.

Figure 3.38: Set the other coding values for each class

Shttps://bigml.com/api/linearregressions#lr_coding_categorical_fields
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Note: you cannot select several field codings for the same field simultaneously.

5. Click Save . Make sure you saved your configuration by looking at the bottom message “Config-
ured Coding: OTHER”. (See Figure 3.39.)

Configure field coding for purpose field

@75 ENABLED @ @ @
Other coding selectad
Other coding:
Class Value
business 1
domestic appliance 3
education 0.4
furniture/equipment 0
new car -2
Configured coding: OTHER Cancel Save

Figure 3.39: Other coding saved

6. Close the modal window by clicking outside or by clicking Cancel .

Configure field coding for purpose field

@2 ENABLED @ @ ®
Other coding selected
Other coding:
Class Value
business 1
domestic appliance 3
education 0.4
furniture/equipment 0
new car ]
Configured coding: OTHER Cancel Save

Figure 3.40: Close modal window

Note: if the Cancel button is red, it indicates there are changes you have not saved yet so
you will lose them by closing the modal window.



7. After configuring the field codings for a field, the configuration icon will become green. (See Fig-
ure 3.41.)
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Figure 3.41: Field codings configured

8. To remove the field coding configuration for that field, click Disable from the switcher and click
Save again. (See Figure 3.42.)
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Class Value
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Figure 3.42: Disable field coding configuration

After creating your linear regression, you will be able to see your Other coding values in the coefficients
table view (see Subsection 3.5.2) by clicking on the icon. (See Figure 3.43.)

Unsupervised = Predictions « Tasks WhizzML «

L T abalone other encoding ® &G & O
4177 NOT DEFINED CLASS_NUMBER OF RINGS YES YES
| = ]
S B = 01 |* &
Bias and predictors e Coefficients

Bias 4.15383 N o
Sex [ asC ] -0.22413 FASK:]
Length [ 123 ] -0.55585 A o
Diameter 11.34070 FANK:
Height 123 10.89940 Fag
Whole_weight 123 900165 FANE:

Figure 3.43: Other coding in coefficients table

A modal window will be displayed with your coding values and you can download them in CSV or JSON
format by clicking on the corresponding icons. (See Figure 3.44.)
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Figure 3.44: Other coding modal window

3.4.7 Sampling Options

Sometimes you do not need all the data contained in your dataset to build your linear regression. If
you have a very large dataset, sampling may be a good way of getting faster results. BigML allows you
to sample your dataset before creating the linear regression, so you do not need to create a separate
dataset first. You can find a detailed explanation of the sampling parameters available in the following
subsections. (See Figure 3.45.)

3.4.7.1 Rate

The Rate is the proportion of instances to include in your sample. Set any value between 0% and 100%.
Defaults to 100%.

3.4.7.2 Range

Specifies a subset of instances from which to sample, e.g., choose from instance 1 until 200. The Rate
you set will be computed over the Range configured. This option may be useful when you have temporal
data, and you want to train your linear regression with historical data, and test it with the most recent
one to check if it can predict based on time.

3.4.7.3 Sampling

By default, BigML selects your instances for the sample by using a random number generator, which
means two samples from the same dataset will likely be different even when using the same rates and
row ranges. If you choose deterministic sampling, the random-number generator will always use the
same seed, thus producing repeatable results. This lets you work with identical samples from the same
dataset.

3.4.7.4 Replacement

Sampling with replacement allows a single instance to be selected multiple times. Sampling without re-
placement ensures that each instance cannot be selected more than once. By default, BigML generates
samples without replacement.

3.4.7.5 Out of bag

This argument will create a sample containing only out-of-bag instances for the currently defined rate, so
the final total number of instances for your sample will be one minus the rate configured for your sample
(when replacement is false). This can be useful for splitting a dataset into training and testing subsets.
It is only selectable when a sample rate is less than 100%.
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Figure 3.45: Sampling parameters for linear regression

3.4.8 Advanced Ordering

Ordering options are relevant to ensure that BigML can correctly determine whether it can take an early
split of your dataset to accelerate the training process. In particular, early splitting can only be safely
used if the training instances have been previosuly shuffled.

If your instances are already shuffled, BigML allows you to choose the linear option. This will make the
process of building the model much faster, since it will not required to reshuffle the dataset. If you need
to shuffle your instances, BigML provides two options to that aim, deterministic shuffling and random
shuffling, which are described below.

Ordering options have no influence on datasets of less than 34GB, since the whole dataset is used to
build the model.

By default, BigML uses deterministic shuffling to ensure the same (deterministic) sample of the in-
stances is used and the built model is thus repeatable.

3.4.8.1 Deterministic Shuffling

The deterministic shuffling option ensures that the row shuffling of a dataset is always the same, so
that retraining a BigML model from the same dataset yields the same results.

By default, this option is true.

3.4.8.2 Linear Shuffling

The linear shuffling option is useful when you know that your instances are already in random order.
Using linear shuffling, the BigML model will be constructed faster.

By default, this option is false.

3.4.8.3 Random Shuffling

The random shuffling option will ensure that a different shuffling will be tried each time you train your
model.

By default, this option is false.
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Figure 3.46: Ordering argument for linear regression

3.4.9 Creating Linear Regressions with Configured Options

After finishing the configuration of your options, you can change the default linear regression name in
the editable text box. Then you can click on the Create linear regression button to create the new linear

regression, or reset the configuration by clicking on the Reset button.

LINEAR REGRESSION CONFIGURATION .. ]

Objective field: ™™ Automatic optimization

Class_number_of_rings m T

Default numeric value:

Select a default value X

’h Advanced configuration ®

Weights:

Bias:

Field codings:

Sampling: 4,177 instances

Dataset advanced sampling: Default settings

@ @ @ @ @ @

Advanced ordering: Default settings

Linear regression name:
] -t
abalone dataset il I Reset ‘I :(-?
Linear Regression Name API Preview Reset Create Linear Regression

Figure 3.47: Create linear regression after configuration



3.4.10 API Request Preview

The API Request Preview button is in the middle on the bottom of the configuration panel, next to the

Reset button (See (Figure 3.47)). This is to show how to create the linear regression programmatically:
the endpoint of the REST API call and the JSON that specifies the arguments configured in the panel.
Please see (Figure 3.48) below:

APl request preview 3 @
APl endpoint: Minearregression

1

'objective_field": "00D003",

‘na ‘obalone dataset”,

,
false

1~
2
3
4
5 alse,
6 : "dataset/5c93b9e228elf47a5000388"
7

i)

Check the full list of arguments in the API documentation

Figure 3.48: Linear regression API request preview

There are options on the upper right to either export the JSON or copy it to clipboard. On the bottom
there is a link to the API documentation for linear regressions, in case you need to check any of the
possible values or want to extend your knowledge in the use of the API to automate your workflows.

Please note: when a default value for an argument is used in the configuration, the argument won’t
appear in the generated JSON. Because during API calls, default values are used when arguments are
missing, there is no need to send them in the creation request.

3.5 Visualizing Linear Regressions

After creating your linear regression, you will be able to analyze your results with BigML unique visualiza-
tion: a 1D chart and a Partial Dependence Plot (PDP), to examine the impact of the input fileds in the
objective field, and a coefficients table, for more advanced users, to interpret the resulting coefficients
for each input field. The following subsections explain both visualizations in detail.

Switch among the three views of 1D chart, PDP and table by clicking on icons in the top bar menu of the
linear regression view. (See Figure 3.49.)
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Figure 3.49: Switch chart, PDP and tableviews

3.5.1 Linear Regression Chart

Both views of 1D chart and PDP are composed of three main parts: the CHART or PLOT, the PREDIC-
TION legend and the INPUT FIELDS form. (See Figure 3.50). You can find a detailed explanation of
each one below.
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F
Input
Length ® Fields
g -
S —— 0.52
—_—
Di tel
. ameter ®
0 . 08
X | wnole weign:  (EEEND |~/ 20349 # —— 0.41

Figure 3.50: Linear regression chart parts

* Both the 1D Chart and the Partial Dependence Plot (PDP) allow you to view the impact of the input
fields on the objective classes predictions, and their relationship. You can select the 1D chart or
PDP by clicking on the selection buttons in the top bar menu.

The 1D chart, allows you to select one input field for the x-axis. The y-axis represents the objective
field. Only numeric fields can be selected for the x-axis. (See chart limitations in Subsection 3.8.1).
You can extend the upper limit of the x-axis by clicking on the plus icon.

The blue band is formed by the upper bounds and lower bounds of the 95% prediction intervals.
This means, for any given point at x-axis, its y value will be within this blue range with 95% proba-
bility. You can hide or show the band by clicking on the icon next to the field name of the y-axis.
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Figure 3.51: 1D chart

The PDP allows you to select two different input fields for both axis and the values of the objective
field are represented by differences in a color scale in the heatmap chart. You can select numeric
or categorical fields for the axis. You can switch the axis by clicking on the option on top of the
chart area.
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Figure 3.52: Partial Dependence Plot

In both charts you can inspect the axis values in the gray area boxes next to the selector. You
can freeze the view by pressing Shift and release it again by pressing Esc from your keyboard.
When the view is frozen, an edit icon will appear you can edit the axis values and obtain a prediction

for another preferred value.The resulting predicted probabilities are in the prediction legend to the
right.

The PREDICTION legend allows you to visualize the predicted values represented in the chart
along with their corresponding colors. By default, in PDP, colors are shaded according to the
prediction range shown in the chart area. This way, smaller differences in predictions are easier to
perceive. However, you can choose to see the color shading according to the total range of values
for the objective field by clicking on the icon next to the prediction bar Total . This Total option
allows you to see the color scale for the total range of predictions. (See Figure 3.53)
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Figure 3.53: Prediction legend

Again, freeze this view by pressing Shift , and release it again by pressing Esc from your key-
board.

» Below the chart legend, you can find the INPUT FIELDS form. (See Figure 3.54). You can config-
ure the values for any numeric, categorical, text or items field. By changing their values, you can
see the predictions changing in real-time.
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Figure 3.54: Configure the values for other input fields



Moreover, the chart includes a reset option for your input fields values, and an export option to download
your chart in PNG format explained below:

+ After selecting the fields for the axis or configuring the input fields values, you can set them again
to the default view by clicking the reset icon highlighted in Figure 3.55.
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Figure 3.55: Reset the values for the input fields

* You can also export your chart in PNG format with or without legends. Freeze the view by pressing
Shift from your keyboard and export the chart to get the classes percentages in the legend.

Release the view by pressing Esc .
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Figure 3.56: Export chart as image with or without legends

Note: there are some limitations in the number of input fields to visualize your linear regression
in the chart (explained in Subsection 3.8.1).

3.5.2 Coefficient Table

The main goal of the linear regression algorithm is to learn the coefficients of the linear function for each
of the dependent variables, i.e., for each of the input fields. See Section 3.2 for a detailed explanation of
linear regression coefficients interpretation.

BigML allows you to inspect the learned coefficients for each one of the input fields in the coefficient
table. The table columns represent coefficients and their statistics while the table rows represent the
input field variables and the Bias (a.k.a. intercept term) of the linear regression. In the first row you will
always find the Bias coefficients. You can sort the table rows by clicking on any of the columns labels.



Supervised ~ = Unsupervised = Predictions « Tasks WhizzML ~

= fm cees Predicting abalone age from measurements ® &G =~ @
4177 NOT DEFINED CLASS NUMBER OF RINGS YES YES

r =B = 01 |z &
Bias and predictors Type Coefficients
Bias [ 123 ] 3.89464 O o
Sex= M [ asc ] 0.05772 Ao
Sex= | [ aec ] -0.82488 O o
Sex=F (O Asc_ | 0
Length [ 123 ] -0.45833 A o
Diameter [ 123 ] 11.07510 O o
Height [ 123 ] 10.76150 N o
Whole_waight [ 123 ] 8.97544 No
Shucked_weight [ 123 ] -19.78690 N o
Viscera_weight [ 123 ] -10.58180 Do
Shell_weight [ 123 ] 8.74181 VAR

Figure 3.57: Table view for linear regression

For numeric fields, there is always one coefficient by field, however categorical, text and items fields have
one coefficient by value (category, term or item). This is due to the required transformations, explained in
Section 3.2, to convert categorical, text, and items fields to numeric fields (each single value is mapped
to a separate variable in the formula). Missing values also get their own coefficients.

» For numeric fields, you always get one coefficient per field. If a field contains missing values, you
will find an additional coefficient per field for the missing values. (See Subsection 3.2.2.)

+ For categorical fields, you have one coefficient per class and an additional one for missing values
per field. (See Subsection 3.2.3 and Subsection 3.4.6.)

« For text fields, there is one coefficient per term and an additional one for missing values per field.
+ For items fields, you get one coefficient per item and an additional one for missing values per field.

See an example of coefficients for a categorical field in Figure 3.58 where one single field, “Atmo-
spheric condition”, yields eleven different variables associated with different coefficients. There are
twelve classes in the categorical field, with one set as the dummy class.



8 .| B, sese US car accidents linear regression ® & =& 0

4,999 NOTDEFINED FATALITIES IN CRASH FATALITIES IN CRASHF... YES YES

Bias and predictors Type Coefficients
Bias 0.78471
Atmospheric Gondition Atmosph... = Clear 0.11762
Atmospheric Condition Atmosph... = Cloudy ABC 0.10463
Atmospheric Gondition Atmosph... = Snow 0.11161
Atmospheric Condition Atmosph... = Rain ABC 013224
Atmospheric Gondition Atmasph... = Sleet, Hail (Freezing Ra... 0.18139
Atmospheric Condition Atmosph... = Fog, Smog, Smoke 0.10502
Atmospheric Condition Atmosph... = Blowing Snow 0.02805
Atmospheric Condition Atmosph... = Severe Crosswinds 0.20018
Atmospheric Condition Atmosph... = NotReported ABC 0.34903
Atmospheric Gondition Atmosph... = Unknown 0.13544
Atmospheric Condition Atmosph... = Other ABC 0.04018
Atmospheric Condition Atmosph... = Blowing Sand, Soil, Dirt @ ABC ]

Figure 3.58: Multiple field variables for categorical dummy encoded fields

Coefficients for missing values are always found at the end of the table. (See Figure 3.59)



Sources Datasets Supervised Unsupervised Pradictions « Tasks WhizzML ~

| 0B eces Predicting abalone age from measurements ® G =@ O
4177 NOTDEFINED CLASS NUMBER OF RINGS YES YES

rr == 01 |» ey
Bias and predictors Type Coefficients
Bias 123 3.90015 o
Sex= M [ asC ] 0.05522 Ao
Sex= | [ asc ] -0.82452 VAL
Sex=F (O Asc | 0
Length -0.47157 A o
Diameter [ 123 ] 11.07550 Do
Height 10.73700 O o
Whaole_weight 123 £.98378 o
Shucked_weight -19.78820 FARIE:
Viscera_weight -10.57760 FARIL
Shell_weight [ 123 ] B.73112 VAL
Sex [ missing ] 1.88682 A o
Diametr [ missing ] 2.90388 Ao
Show | 25 variables 1to 13 of 13 variables n

Figure 3.59: Missing numeric coefficients at the end of linear regression table

Next to each coefficient you will find one icon indicating if it is significant (see Figure 3.60) or non-
significant (see Figure 3.61).

Figure 3.60: Significant icon

ZAN

Figure 3.61: Non-significant icon

The significance of a coefficient is determined by comparing the p-value against the significance level
selected in the top menu (see Figure 3.62). If the p-value is higher than the significance level, the
coefficient will be non-significant. If the p-value is lower than the significance level, the coefficient will be
significant. A good practice is to retrain the linear regression removing the non-significant coefficients.
However, in most cases, the model performance should not be affected.



Supervised - Unsupervised = Predictions = Tasks WhizzML «

vy | BE_ | seee concrete_data | Training (80%) @ & =@ O
824 NOT DEFINED CONCRETE _COMPRESSIVE STRENGTH YES
- =N [or 4] &
Bias and predictors Type Coefficients
0.05
Bias [ 123 ] -34.87790 A o
cement [ 123 ] 012173 Do
blast_furnace_slag 0.10651 Fagy/
fly_ash 0.09088 AN
water -0.11988 AN
superplasticizer 123 0.39687 FAE:

Figure 3.62: Select significance level

Supervised ~ - Unsupervised = Predictions = Tasks WhizzML -
=T | fp. | eces concrete_data | Training (80%) @ G =2 0
824 NOT DEFINED CONCRETE_COMPRESSIVE_STRENGTH YES
Ii 57 0.1 ke @
Bias and predictors Type Goefficients
Bias [ 123 ] -34.87790 A |
cement [ 123 ] 012173
blast_furnace_slag m 0.10651
fly_ash [ 123 ] 0.09088 VAt
water [ 123 ] -0.11988 Do
superplasticizer m 0.39687 & a

Figure 3.63: Significance icons for coefficient estimates

Next to each icon indicating the significance of a coefficient, you will find a o symbol. If you mouse
over it, a tooltip will display a summary of the stats for that coefficient. (See Figure 3.64.) First, you
will find the p-value from the Wald test®. As mentioned in the previous point, this p-value is compared
against the selected significance level to determine the coefficient’s significance. Then, associated with
the Z score chart, you will find the Z score value, the confidence interval for a 95% confidence and the
standard error, or variance, of the coefficient estimate.

bhttps://en.wikipedia. org/wiki/Wald_test
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Unsupervised = Predictions + Tasks WhizzML «

e | BO_ | cees concrete_data | Training (80%) ® &b =& O
824 NOT DEFINED CONCRETE_COMPRESSIVE STRENGTH YES
7 = 01 |v @
Bias and predictors Type Coefficients
Bias [ 123 ] -34.87790 A o
cement [ 123 ] 012173
blast_furnace_slag m 0.10651
fly_ash m 0.09088 P-VALUE (WALD TEST): 0
water [ 123 ] -0.11988
superplasticizer 0.39687
0.10651
CONFIDENCE
INTERVAL
coarse_aggregate m 0.02093
STD. ERROR
fine_aggregate m 0.02267
age [ 123 ] 011037
Show | 25 a variables 1109 of Svariables n

Figure 3.64: Summary of stats per coefficient

You can download all the stats information by clicking in the download CSV icon in the top menu to the
right. (See Subsection 3.7.1.)

Additional options for the table include a filtering option and an export option:

* You can filter the table first column by field name, class, term or item using the search box at the
top of the table (see Figure 3.65.)



B | =T.| B8 eces concrete_data | Training (80%) @® & = O

824 NOT DEFINED CONCRETE_COMPRESSIVE STRENGTH YES
K E ( ) SMIFIC E LEVE | 0.1 v. @

Bias and predictors Type Coefficients

Bias -34.87790 A o
cement 0.12173 Do
blast_furnace_slag 123 0.10651 & a
fiy_ash [ 123 ] 0.08088 Do
water [ 123 ] -0.11988 Do
superplasticizer [ 123 ] 0.39687 FANE:
coarse_aggregate m 0.02093 Do
fine_aggreqate m 0.02267 FANE:
age [ 123 ] 0.11037 Do

Figure 3.65: Search and filter linear regression table

* You can also export the table in a CSV file by clicking on the icon highlighted in Figure 3.66.

8 T BP. sece concrete_data | Training (80%) @ &G =& ©
824 NOT DEFINED CONCRETE_COMPRESSIVE STRENGTH YES

Bias and predictors Type Coefficients

Bias [ 123 ] -34.87790 Ao
cement [ 123 ] 0.12173 VAt
blast_furnace_slag [ 123 ] 0.10651 O o
fly_ash [ 123 ] 0.09088 Do
water EEED -0.11988 O o
superplasticizer [ 123 ] 0.39687 PANRE:)
coarse_aggregate 0.02093 Do
fine_aggregate 0.02267 & a
age 123 0.11037 FAY

Figure 3.66: Export table in CSV file



3.6 Linear Regression Predictions

3.6.1 Introduction

The ultimate goal in building a linear regression is being able to make predictions with it. In BigML, you
can make predictions for single instances or for many instances in batch. Each prediction comes
with a measure, prediction interval, indicating the 95% confidence range for the predicted value.

The predictions tab in the main menu of the BigML Dashboard is where all your saved predictions are
listed. (See Figure 3.67.) You can search your predictions by name clicking on the search option on the
top menu. In the predictions list view, you can see, for each prediction, the linear regression icon used
for the prediction, the Name of the prediction, the Objective (objective field name), the Prediction (the
prediction result), and the Age (time since the prediction was created).

Sources Dataseis Supervised .=“ Unsupervised = Tasks WhizzML «
@ Predictions i o
2y Name Objective Prediction @

AL AU A plasma glucose 17743172 5h 47min
Wis.cov petal width 203351 h1min
abalone_csv | Training (80%) with AutoOP Glass_number_of rings 11.1189 3d16h
abalone_csv | Training (80%) with AutoOP Class_number of fings 14.21287 4d15h
conerele data | TFalning {B0%} concrete_compressiv... 92 45896 2wdd

Figure 3.67: Predictions list view

When you first create an account at BigML, or every time that you start a new project, your list of
predictions will be empty. (See Figure 3.68).

Sources Datasets Suparvised « Unsupervised = Tasks WhizzML =
L& Porr
B E Predictions i o
m Name Objective Prediction m
Show | 10 a predictions No predictions

Figure 3.68: Empty predictions list view

Linear regression predictions are saved under the CLASSIFICATION & REGRESSION option in the menu
(see Figure 3.69).



Datasels Supervise sks WhizzML «

ERiERE = .
=Ml : i "
| :._J;:—l CLUSTER ANALYSIS f
- s Prediction
& ame %= ANOMALY DETECTION =
e -
diabetes | Training (80%) T ASSOCIATION DISCOVERY £ Tt 5o snetmn

5]
iris.csv @i TOPIC MODELING

2.03351 Gh 5min
_9@’ PCAPROJECTIONS
abalone_csv | Training (80%) with Atmo Class_number_of_rings 11.1189 3d16h
abalone_csv | Training (80%) with AutoOP Class_number of rings 14.21287 4d15h
- o
concrete_data | Training (80%) concrete_compressiv... 92.45896 2w 4d

Figure 3.69: Menu options of the predictions list view

Select the list for your single instances predictions or your batch predictions by clicking on the corre-
sponding icons. (See Figure 3.70 and Figure 3.71.)

Figure 3.70: Single predictions icon

=

Figure 3.71: Batch predictions icon

3.6.2 Creating Linear Regression Predictions
BigML provides two options to predict with your linear regressions explained in the following subsections:
* PREDICT: to predict one single instance

* BATCH PREDICTION to predict multiple instances in batch.

3.6.2.1 Predict

BigML allows you to quickly make predictions for single instances by providing a form containing the input
fields used by the linear regression, so you can easily set the values and get an immediate response.

Follow these steps to create a single prediction:

1. Click PREDICT in the linear regression 1-click action menu. (See Figure 3.72)



Unsuper dw Predictions = Tasks WhizzML

T HR. | cece Predicting abalone age from measurements @ & =@ 0

&

J‘t BATCH PREDICTION

4177 NOT DEFINED CLASS NUMBER|

ElEl EvaLuATE f

T = v cam @'CREATEFUS\ON EP
—

2#% DELETE LINEAR REGRESSION

1
Y  Glass_number_of_rings v - [ ] MOVETE

PHEDTGTIONT

Figure 3.72: Predict using the 1-click action menu

Alternatively, click PREDICT in the pop up menu in the list view. (See Figure 3.73)

Predictions = Tasks WhizzML ~

: Linear Regressions & @
l“ Mame Objective ﬁ & @
Jf Oholone datasetwithoutbias # (%) Glass number of rings animin  1916KB

abalone_csv | Training E‘ Jlass_number_of rings Shémin 153.2KB
_ o 2 CREATE BATCH PREDICTION
diabetes | Training (80 lasma glucose Bh 15min 204 KB
EVALUATE
- +
iris.csv & creaTeFUsION etal width 8h22min 45KB
- S 55 VIEWDETALLS
abalone_csv | Training - Jlass_number_of_rings 1d1h 153.2KB
s#° DELETE LINEAR REGRESSION
abalone_csv|Training .'z MOVETO... lass_number_of rings 4d23h 153.2KB
My o .
concrete_data | Training (80%) without bias concrete_ compressiv. .. 4d23n 46.1 KB
- -
abalone_csv | Training (80%) with AutoOP Class_number_of rings 5d5h 153.2KB
. o
concrete_data | Training (80%) with AutoOP concrete_ compressiv... 5d 50 46.1KB
arrhythmia class 6l 5h 363.0KB
1 to 10 of 26 linear regressions n 2 3 »

Figure 3.73: Predict using the pop up menu

. You will be redirected to the prediction form where you will find all the fields used by the linear
regression as input fields. (See Figure 3.74.)



Datasets Supervise Unsupervised = Tasks WhizzML ~

s Predict using Predicting abalone age from me...
Class_number_of_rings: 13.50 4.64
Allinput fields: [
Sex [  Length
0.0 o
i iy 0.49
Diameter [  Height
0.0 0.8 0.0 1.41
0.39 . ) » 0.69
Whole_weight [+  Shucked_weight
0.0 3 0.0 186
= 172 . » 0.9
Viscera_weight ] Shell_weight
0.0 0.95 0.0 126
= 0.46 . » 0.61

New prediction name

Predicting abalone age from measurements @.

Figure 3.74: Linear regression prediction form

3. Set input values for your selected fields. BigML supports numeric, categorical, text and items
fields as inputs.

4. Get the prediction at the top of the view along with the prediction interval. (See Figure 3.75.)
BigML predictions are synchronous, i.e., when you send the input data, you get an immediate
response. Moreover, single predictions from the BigML Dashboard are performed locally, so unless
you save your prediction, it will not consume any credits and it will be updated instantly when you
change your input values. Learn more about local predictions in Subsection 3.6.4.1.



L Predict using Predicting abalone age from me... - (3) 0]

Class_number_of_rings: 13.50 4.64

Allinput fields: [

Sex #  Length ™
0.0 B 1.0
B v 0.49
Diameter [  Height ™
0.0 B 0.8 0.0 B 1.41
0.39 0.69
Whole_weight [¥  Shucked_weight ™
0.0 - 3.53 0.0 B 1.86
1.72 0.9
Viscera_weight [¥  Shell_weight ™
0.0 B 0.95 0.0 - 1.26
0.46 0.61

New prediction name

Predicting abalone age from measurements (&Y Save

Figure 3.75: Get the linear regression prediction

5. Optionally, you can Save the linear regression prediction, so you will find it afterwards in the
predictions list view. (See Figure 3.76.)



Unsupervised = Tasks WhizzML =

sl Predict using Predicting abalone age from me...
Class_number_of_rings: 13.50 4.64
Allinput fields: [
Sex #  Length ™
0.0 o
i iy ) 0.49
Diameter [  Height ™
0.0 0.8 0.0 1.41
0.39 . o » 0.69
Whole_weight [ Shucked_weight ™
0.0 3 0.0 1.86
= 172 . » 0.9
Viscera_weight [  Shell_weight ™
0.0 0.95 0.0 126
= 0.46 . » 0.61

New prediction name
Predicting abalone age from measurements @. D

Figure 3.76: Save your linear regression predictions

Note: this option is only available from the BigML Dashboard for linear regressions with less
than 100 fields. If you want to perform single instance predictions for a higher number of fields,
use the BigML API’.

3.6.2.2 Batch Predictions

BigML batch predictions allow you to make simultaneous predictions for multiple instances. All you need
is the linear regression you want to use to make predictions and a dataset containing the instances you
want to predict. BigML will create a prediction for each instance in the dataset.

Follow these steps to create a batch prediction:

1. Click on BATCH PREDICTION option under the linear regression 1-click action menu (Figure 3.77)

Supervised ~ Unsupervised =  Predictions +  Tasks WhizzML ~

==, 0. e Predicting abalone age from measurements ® &b =@ 0
| PREDICT |
.
P '
4177 NOT DEFINED CLASS NUMBER =5 ES

| Ef" evaLuate

e ok
7~ ' & create Fusion
= | 10 & ui@
| 5% DELETE LINEAR REGRESSION
P
Y Class number of rings = - I'- MOVETO...

Figure 3.77: Create batch prediction using 1-click action menu

Alternatively, click on CREATE BATCH PREDICTION in the pop up menu of the list view (Figure 3.78).

"https: //bigml.com/api/predictions
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Predictions = Tasks

WhizzML +

o B> Linear Regressions
||| Mame Objective

ll?‘ abalone dataset without bias P ® Class_number of rings

abalone_csv | Training PREDICT

SE
diabetes | Training (BM===
EVALUATE

lass_number_of_rings
lasma glucose

. "y
Iris.csv & CREATE FUSION etal width

- -,‘r% VIEW DETAILS
abalone csv|Training =—

™ lass_number_of_rings
;'5- DELETE LINEAR REGRESSION

abalone csv | Training .-; MOVETO... lass_number of rings

Figure 3.78: Create batch prediction using pop up menu
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2. Select the dataset containing all the instances you want to predict. The instances should contain
the input values for the fields used by the linear regression as input fields. From this view you can
also select another linear regression from the selector or even a model or ensemble by clicking on

the icons on the top left menu. (See Figure 3.79.)

Unsupervised = Predictions ~ Tasks

New Batch Prediction &.
o ol s < o)
Predicting abalone age from measurements x | T Search dataset ...
Q
‘r@\ V.% $ Class_number_of ri... Fri, 01 Mar 2019 15:35:22 Please enter 1 more character
191.5KB ‘ 9 4,177
Description: @

Prediction name:

dataset with Predicting abalo...rom measurements

Figure 3.79: Select dataset for batch prediction

3. After the linear regression and the dataset are selected, the batch prediction configuration op-
tions will appear along with a preview of the prediction output (a CSV file). (See Figure 3.80.)
The default output format includes all your prediction dataset fields and adds an extra column with
the class predicted. See Subsection 3.6.3 ofr a detailed explanation of all configuration options.



Datasets Supervised = Unsupervised Tasks WhizzML ~

New Batch Prediction .
o L = B
Predicting abalone age from measurements x | v | abalone_csv for test x| ¥
25N $ Class_number_of ... Fri, 01 Mar 2019 15:35:22 i Tue, 12 Mar 2019 23:15:26
Description: ® Description: ®
( % Configure @ )

Preview of the prediction file (using the type of each field

s_number_of_rings,Class_number_o

Prediction name:

, ; 3 - .
abalone_csv for test with Predicting abalone age from measure W | Reset |

Figure 3.80: Configuration options for linear regression batch prediction

4. By default, BigML generates an output dataset with your batch predictions that you can later find
in your datasets section in the BigML Dashboard. This option is active by default but you can
deactivate it by clicking on the icon shown in Figure 3.81.



New Batch Prediction .

Ay HE-N-]

Predicting abalone age from measurements x | v | abalone_csv for test x| ¥
N $ Class_number_of_ri... Fri, 01 Mar 2019 15:35:22 I Tue, 12 Mar 2019 23:15:26
191.5 KB ‘ 9 4177 ‘ 9 418
Description: ® Description: ®
% Configure @

ght, Shucked_weight ,Viscera_weight,Shell_weight,Class_number_of_rings,Class_number_o

wow

wow

Zz
s
2z
2z
2z

w

Prediction name:

abalone_csv for test with Predicting abalone age from measure | Reset

Figure 3.81: Create a dataset from batch prediction

5. After you configure your batch prediction, click on the green button Predict to generate your batch
prediction. (See Figure 3.82.)



New Batch Prediction

Predicting abalone age from measurements x | v | abalone_csv for test x| ¥
{2\ A $ Class_number_of ri... Fri, 01 Mar 2019 15:35:22 ."J‘ Tue, 12 Mar 2019 23:15:26
191.5 KB 9 4177 19.2 KB 9 418
Description: ® Description: ®
% Configure @

Preview of the prediction file [1sing th

ss_number_of_rings,Class_number_o

Prediction name:

. - +
abalone_csv for test with Predicting abalone age from measure W Reset

Figure 3.82: Create batch prediction

6. When the batch prediction is created, you will be able to download the CSV file containing all
your dataset instances along with a prediction for each one of them. (See Figure 3.83.)

WhizzML =

T, eese abalone_csv for test with Predicting abalone age fro... &b. 2 @
Predicting Abalone Age From Measurem... ¥ Abalone_csv For Test ®
®

Configuration

QOutput preview
s_number_of_rings,Class_number_o

i Output dataset

Download batch prediction

Figure 3.83: Download batch prediction CSV file

7. If you didn’t disable the option to create a dataset explained in step 4, you will also be able to
access the output dataset from the batch prediction view. (See Figure 3.84.)



Datasets Supervised ¥ Unsupervised = Tasks WhizzML =

T, eese abalone_csv for test with Predicting abalone age fro... &b. 2 @
Predicting Abalone Age From Measurem... ¥ Abalone_csv For Test ®
Configuration ®
QOutput preview
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e
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Download batch prediction ( |l$ Output dataset ]

Figure 3.84: Batch prediction output dataset

3.6.3 Configuring Linear Regression Predictions

BigML provides several options to configure your predictions such as setting default values for your
missing numeric values (see Subsection 3.6.3.1), fields mapping (see Subsection 3.6.3.3), and output
file settings (see Subsection 3.6.3.4.)

3.6.3.1 Default Numeric Value

By using the Default numeric value before creating your batch prediction, you can easily replace all
the missing numeric values by the field’s Mean, Median, Maximum, Minimum or by Zero. (See Fig-
ure 3.85.)



Supervised = ised = Tasks WhizzML -

i New Batch Prediction . ©
‘ Predicting abalone age from measurements X | T | | abalone_csv for test x| T |
#5 A €D Class_number of ri... Fri, 01 Mar 2019 15:35:22 W Tue, 12 Mar 2018 23:15:26
191.5KB 9 4,177 418
size fields instances instances
Description: (C] Description: @
% Configure @
(Demn ramercua: @ )
Excluded fields: @
PN i1 5LiS hat e Tislds i 1hs Linaar Rearsssion arnd Datasst match
Fields mapping: Default fields @
4 [OPTIONAL] Gustomize prediction o € s
Output settings @

Figure 3.85: Configure Default numeric value for batch prediction

3.6.3.2 Excluded Fields

You can specify which field or fields to exclude from the input data when creating your batch prediction.
You search the field by typing the name and click on the field found to add to the list of exclusion. (See
Figure 3.86)



Supervised = Unsu d - Tasks

i New Batch Prediction . ©
‘ Predicting abalone age from measurements X | T | | abalone_csv for test x| v |
#5 A €D Class_number of ri... Fri, 01 Mar 2019 15:35:22 W Tue, 12 Mar 2018 23:15:26
191.5KB 9 4177 418
size fields instances instances
Description: (C] Description: @
% Configure @
Default numeric value: @ | Selectadefaultvalue | v |
Excluded fields: @
Excluded fields: @

|x Height 123 |Ien| |

Fields mapping: Apply this map @
{J [OPTIONAL] Customize prediction o ettings
Output settings @

Figure 3.86: Configure Default numeric value for batch prediction

3.6.3.3 Fields Mapping

You can specify which input fields of the linear regression match with the fields in the dataset contaning
the instances you want to predict. BigML automatically matches fields by name, but you can also set an
automatic match by field ID by clicking on the green switcher. Additionally, you can manually search for
fields or remove them from the Dataset fields column if you do not want them to be considered during
the batch prediction. (See Figure 3.87.)



% Configure @

Default numeric value: @ | Select adefaut vaiue

Excluded fields: @
1
Fields mapping: Apply this map ®
Linear regression fields Dataset fields ’ NAME & ™ '

2 Length [ 123 ) 2 | Length | 123 BRI

3. Diameter [ 123 Diameter GEEEE - -

1. Height [ 123 1. Height G - -

5. Whole_weight [ 123 | Whole_weight [ 123 PEE

6. Shucked_weight [azaan] Shucked weight [ 123 EE

Excluded fields will not be taken into account to compute predictions

2

Output settings ®

Figure 3.87: Configure the fields mapping for batch prediction

Note: Fields mapping from the BigML Dashboard is limited to 200 fields. For batch predictions
with a higher number of fields, map your fields using the BigML API®.

3.6.3.4 Output Settings

Batch predictions return a CSV file containing all your instances and the final predictions. Tune the
following settings to customize your prediction file (see Figure 3.88):

+ Separator: this option allows you to choose the best separator for your output file columns. The
default separator is the comma. You can also select the semicolon, the tab, or the space.

* New line: this option allows you to set the new line character to use as the line break in the
generated csv file: “LF”, “CRLF”.

Output fields: by clicking on the list icon next to the separator selector, you can include or exclude
all your dataset fields from your output file. You can also individually select the fields you want to
include or exclude using the multiple output fields selector. Note: a maximum of 100 fields can
be displayed in this selector, but all your dataset fields will be included in the output file by
default unless you exclude them.

Headers: this option includes or excludes a first row in the output file (and in the output dataset)
with the names of each column (input field names, prediction column name, probability column
name, etc.). By default, BigML includes the headers.

Prediction column name: customize the name for your predictions column. By default, BigML
takes the name of the linear regression’s objective field.

» Confidence bounds: this option allows you to include two additional columns with the confidence
interval and prediction interval. By default they are not included in your ouput file.

+ Confidence interval column name: customize the name for the confidence interval column if you
include it in the output file. BigML sets “confidence interval”’ as the default name.

Shttps: //bigml.com/api/batchpredictions#bp_batch_prediction_arguments
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* Prediction interval column name: customize the name for the prediction interval column if you
include it in the output file. BigML sets “prediction interval” as the default name.

2
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Separator: New line:
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Figure 3.88: linear regression output settings for batch predictions

3.6.3.5 Prediction explanation

Prediction explanation helps understand why a linear regression makes a certain prediction. This is very
useful in many applications, and the reasons behind a prediction are often as important as the prediction
itself.

BigML prediction explanation is based on Shapley values. For more information, please refer to this
research paper: A Unified Approach to Interpreting Model Predictions [3].

When creating single linear regression prediction, you can request the explanation for the prediction by
clicking the prediction explanation icon and then click Save (see Figure 3.89).
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Figure 3.89: Prediction explanation

The prediction explanation represents the most important factors considered by the linear regression in
a prediction given the input values. Each input value will yield an associated importance, as you can see
Figure 3.90. The importances across all input fields should sum 100%.

Unsupervised = Tasks

WhizzML ~

=. Predicting abalone age from measurements &G. &% @
Class_number_of_rings: 11.65 4.66
PREDICTION EXPLANATION
el il

Input data Importance
Shucked_weight 1.05 5749% +
Whole_weight 1.70 30.07% +
Height 0.69 961% +
Shell_weight 0.60 208% +
Viscera_weight 0.24 0.00%
Diameter 0.38 0.00%
Sex | 0.00%
Length 0.51 0.00%

Figure 3.90: Input field importances

You can export the prediction explanation to a PNG image file, a CSV file or a JSON file by clicking the
top right icons respectively.



3.6.4 Consuming Linear Regression Predictions
3.6.4.1 Local Predictions

Local predictions are provided for single instances from the BigML Dashboard which are performed
faster at no cost. Local predictions allow you to get a real-time prediction without consuming any credits
or requiring any internet connection. This is possible because the linear regression is saved in-memory,
so when the input values change, BigML is able to compute predictions in microseconds.

In addition to BigML Dashboard, you can fully use single and batch predictions via the BigML API and
bindings. The following subsections explain both tools.

3.6.4.2 Using Linear Regression Predictions via the BigML API

Linear regression predictions have full citizenship in the BigML API which allows you to programmatically
create, configure, retrieve, list, update, and delete single and batch predictions.

In the example below, see how to create a single prediction using a linear regression and defining the in-
put data once you have properly set the BIGML_AUTH environment variable to contain your authentication
credentials:

curl "https://bigml.io/prediction?$BIGML_AUTH" \
-X POST \
-H 'content-type: application/json' \
-d '{"linearregression": "linearregression/5c79513a983efc522f000009",
"input_data": {"000003":0.61, "000004":1.58, "000005":1.15,
"000007":0.55}}}"

For more information on using linear regressions through the BigML API, please refer to the documen-
tation®.

3.6.4.3 Using Linear Regression Predictions via BigML Bindings

You can also create, configure, retrieve, list, update, and delete single and batch predictions via BigML
bindings which are libraries aimed to make it easier to use the BigML API from your language of choice.
BigML offers bindings in multiple languages including Python, Node.js, Java, Swift and Objective-C. See
below an example to create a linear regression with the Python bindings.

from bigml.api import BigML
api = BigML()
prediction = api.create_prediction(
"linearregression/5c702c91983efc4cc6000016",
{"age": 230, "cement": 326.81, "blast_furnace_slag": 205.33, "fly_ash":105.173})

For more information on BigML bindings, please refer to the bindings page '°.

3.6.5 Descriptive Information

Each linear regression prediction has an associated nhame, description, category, and tags. You can
find a brief description of each concept in the following subsections. The MORE INFO menu option
displays a panel that provides editing options. (See Figure 3.91)

Shttps://bigml.com/api/linearregressions
Ohttps://bigml.com/tools/bindings
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Predicting the age of abalone from physical measurements. The age

of abalone is determined by cutting the shell through the cone,
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easier to obtain, are used to predict the age.

Source

Department of Cemputer Science, University of Tasmania

PRIVACY ®

Figure 3.91: linear regression prediction descriptive information

3.6.5.1 Name

If you do not specify a name for your predictions, BigML assigns a default name depending on the type
of predictions:

+ Single predictions: BigML uses the linear regression name “<linear regression name>”.

« Batch predictions: BigML combines your prediction dataset name and the linear regression
name: “<linear regression name> With <dataset name>”.

Predictions names are displayed on the list and also on the top bar of a prediction view. Predictions
names are indexed to be used in searches. Rename your predictions any time from the MORE INFO
menu.

The name of a prediction cannot be longer than 256 characters. More than one prediction can have the
same name even within the same project, but they will always have different identifiers.

3.6.5.2 Description

Each prediction also has a description that it is very useful for documenting your Machine Learning
projects. Predictions take their description from the linear regression used to create them.

Descriptions can be written using plain text and also markdown'". BigML provides a simple markdown
editor that accepts a subset of markdown syntax. (See Figure 3.92.)

"https://en.wikipedia. org/wiki/Markdown
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Edit description x

You can add formatting and links using a simple markdown language:

1} e ] g

measurements. The
1 through the
rings through a

Description:
Predicting the age of abalone fram physical measurements. The age of abalone is
determined by cutting the shell through the cone, staining it, and counting the number of

rings through a microscope -- a boring and time-consuming task. Other measurements,
which are easier to obtain, are used to predict the age.

Source

Department of Computer Science, University of Tasmania

| cancel |

Figure 3.92: Markdown editor for linear regression prediction descriptions

Descriptions cannot be longer than 8192 characters.

3.6.5.3 Category

A category taken from the linear regression used to create it is associated with each prediction. Cat-
egories are useful to classify predictions according to the domain which your data comes from. This is
useful when you use BigML to solve problems across industries or multiple customers.

A prediction category must be one of the categories listed on table Table 3.5.

3.6.5.4 Tags

A prediction can also have a number of tags associated with it. These tags help to retrieve the prediction
via the BigML API or to provide predictions with some extra information. Your prediction inherits the tags
from the linear regression used to create it. Each tag is limited to a maximum of 128 characters. Each
prediction can have up to 32 different tags.

3.6.6 Linear Regression Predictions Privacy

The link displayed in the Privacy panel is the private URL of your prediction, so only a user logged into

your account is able to see it. Neither single predictions nor batch predictions can be shared by using a
secret link. (See Figure 3.93.)

Dataseis Supervised * = Unsupervised = Tasks WhizzML =
T | eese abalone_csv for test with Predicting abalone age fro... &%. =& O.
DETAILS @
INFO ®
PRIVACY @
Private link

B httpsy/strato.dev.bigml.com/dashboard/batchprediction/5c88539c983efc4al90000b2

Figure 3.93: linear regression predictions privacy



3.6.7 Moving Linear Regression Predictions to Another Project

When you create a prediction, it will be assigned to the same project where the original linear regression
is located. You cannot move predictions between projects as you do with other resources.

3.6.8 Stopping Linear Regression Predictions

Single predictions are synchronous resources, so you cannot cancel them during the creation since
you get the result immediately.

By contrast, batch predictions are asynchronous resources, so you can stop their creation before the
task is finished. Use the DELETE BATCH PREDICTION option from the 1-click action menu (Figure 3.94)
or from the pop up menu on the list view.

Sources Datasets Supervised = Unsupervised = Tasks WhizzML

. e abalone_csv with Predicting abalone age from measu... &, =

Figure 3.94: Stop linear regression batch prediction from 1-click action menu

A modal window will be displayed asking you for confirmation. If you stop the prediction during its
creation you won’t be able to resume the same task again, so if you want to create the same prediction
you will have to start a new task.

Are you sure you want to delete this prediction?

If you delete this prediction, you will no longer have access to its data and you will nesd to
recreate it.

Figure 3.95: linear regression delete prediction confirmation

3.6.9 Deleting Linear Regression Predictions

You can DELETE your single or batch predictions from the predictions view, using the 1-click action
menu (see Figure 3.96) or using the pop up menu on the predictions list view (see Figure 3.97).
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Figure 3.97: Linear regression delete prediction from pop up menu
A modal window will be displayed asking you for confirmation. Once a prediction is deleted, it is perma-
nently deleted, and there is no way you (or even the IT folks at BigML) can retrieve it.

Are you sure you want to delete this prediction?

If you delete this prediction, you will no longer have access to its data and you will nesd to
o |

recreate it.

Figure 3.98: Linear regression delete prediction confirmation



3.7 Consuming Linear Regressions

Similarly to other models in BigML, linear regressions are white-boxed models, so you can download
them and used them locally to make predictions. You can also create and consume your linear regres-

sions programmatically via the BigML API and bindings. The following subsections explain those three
options.

3.7.1 Downloading Linear Regressions

You can download your linear regression in several programming languages including JSON PML,
Python or Node.js. By downloading your linear regression you will be able to compute predictions
locally, free of latency and at no cost. Click on the download icon in the top menu (see Figure 3.99),
and select your preferred option (see Figure 3.100)

Sources Datasets Supervised ~ Unsupervised ¥ Predictions v Tasks )0 lear  izzML *
= B | eeee Predicting abalone age from measurements ® G &9 @O
4177 NOT DEFINED CLASS NUMBER_OF RINGS YES YES
- = 10 & Ei@

Figure 3.99: Click download icon

Actionable Linear Regression Download x

Complete actionable linear regression:

Select the language

Node.js
JSON PML

Close

Figure 3.100: Select language to download linear regression

3.7.2 Using Linear Regressions Via the BigML API

linear regression have full citizenship in the BigML APl which allows you to programmatically create,
configure, retrieve, list, update, delete, and use them for predictions.

In the below example, see how to create a linear regression using an existing dataset once you have
properly set the BIGML_AUTH environment variable to contain your authentication credentials:

curl "https://bigml.io/linearregression?\$BIGML_AUTH" \
-X POST \
-H 'content-type: application/json' \
-d '{"dataset": "dataset/5c7057a9983efc4cc2000005"}'



For more information on using linear regressions through the BigML API, please refer to the documen-
tation 2.

3.7.3 Using Linear Regressions Via the BigML Bindings

You can also create and use linear regressions via BigML bindings which are libraries aimed to make
it easier to use the BigML API from your language of choice. BigML offers bindings in multiple lan-
guages including Python, Node.js, Java, Swift and Objective-C. See below an example to create a linear
regression with the Python bindings.

from bigml.api import BigML

api = BigML()

linearrregression = api.create_linear_regression(
'dataset/5c87d50d983efc4a02000085', {"objective_field":"plasma glucose"})

For more information on BigML bindings, please refer to the bindings page '°.

3.8 Linear Regression Limits

There are some limits that apply for the creation of any BigML resource. These are limits based on the
number of classes, terms and items that can be considered to create your models. This is explained in
Subsection 3.8.0.1.

Additionally, some specific limits apply for your linear regressions visualization, i.e. to the linear regres-
sion chart and the coefficient table views, depending on the number of input fields in your dataset. See
Subsection 3.8.2 and Subsection 3.8.1 for a detailed explanation.

Note: chart limits and coefficient table limits just affect to the visualization of the model, i.e.,
despite your dataset reach those limits, you can still creating the linear regression, evaluating it
and using it to make predictions.

3.8.0.1 Field Limits

Linear regression, similarly to other BigML models, has the following limitations according to the type of
field:

« Classes: for categorical, a maximum number of 1,000 distinct classes per field is allowed.

« Terms: BigML can handle up to 1,000 terms in total. If multiple text fields are defined, then the
token limit per field is evenly divided by the number of text fields evenly, e.g., a dataset with two
text fields would result in 500 terms per text field. BigML selects those terms with most significant
frequency, discarding both those that appear either too often or too infrequently. A maximum of
256 characters per term is allowed.

+ Items: a maximum number of 10,000 distinct items per field is allowed.

3.8.1 Chart Limits
There are some circumstances under which your chart cannot be displayed:

» As the 1D chart only supports numeric fields for the x-axis, if your linear regression only contains
categorical, text, or items fields, the 1D chart cannot be displayed. When you try to click on the 1D
chart icon you will see a warning message. (See Figure 3.101)

2https://bigml.com/api/linearregressions
Bhttps://bigml.com/tools/bindings
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Figure 3.101: Warning message when the linear regression does not have any
numeric input field

« If your linear regression contains more than 800 predictors, the prediction interval bounds cannot
be displayed in the chart. You will see the warning message shown in Figure 3.102. You can still
see your coefficients by downloading the CSV file. For how to calculate the number of predictors

in a linear regression, see Subsection 3.2.3.
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Figure 3.102: Warning message when the linear regression has more than 800
predictors



3.8.2 Coefficient Table Limits

If your linear regression contains more than 1,000 input fields, the coefficient table cannot be displayed.
You will need to download the CSV if you want to see your linear regression coefficients. You will get
the message shown in Figure 3.103:

Unsupervised = Predictions « Tasks WhizzML ~

e BD e 1002fields @ &b =@ O
18,429 NOT DEFINED YOUTH YES YES

P

We are sorry but the charts

Your linear regre:

Figure 3.103: Warning message when the coefficient table limits are reached

3.9 Descriptive Information

Each linear regression has an associated nhame, description, category, and tags. The following sub-
sections provide a brief description for each concept. In Figure 3.104, you can see the options the MORE
INFO menu provides to edit them.

Unsupervised = Predictions + Tasks WhizzML =
=T, | 0P, cees Predicting abalone age from measurements @ G. &% O.
DETAILS @
INFO @
Name: Category:
Predicting abalone age from measurements “ Physical, Earth & Life Sciences E
Description: Tags:
# #

Predicting the age of abalone from physical measurements. The age
of abalone is determined by cutting the shell through the cone,
staining it, and counting the number of rings through a microscope --
aboring and time-consuming task. Other measurements, which are
easier to obtain, are used to predict the age.

Source

Department of Computer Seience, University of Tasmania

PRIVACY @

Figure 3.104: Edit linear regression descriptive information

3.9.1 Linear Regression Name

Each linear regression has a name that is displayed in the linear regression list view and also on the top
bar of the linear regression view. linear regression’s names are indexed to be used in searches. When
you create a linear regression, it gets a default name. Change it using the MORE INFO menu option on
the right corner of the linear regression view. The name of a linear regression cannot be longer than 256



characters. More than one linear regression can have the same name even within the same project, but
they will always have different identifiers.

3.9.2 Description

Each linear regression also has a description that it is very useful for documenting your Machine Learn-
ing projects. linear regressions take the description of the datasets used to create them by default.

Descriptions can be written using plain text and also markdown'#. BigML provides a simple markdown
editor that accepts a subset of markdown syntax. (See Figure 3.105.)

Edit description x

You can add formatting and links using a simple markdown language:

BIlESO

Description:
Predicting the age of abalene from physical measurements. The age of abalone is
determined by cutting the shell through the cone, staining it, and counting the number of

rings through a microscope -- a boring and time-consuming task. Other measurements,
which are easier to obtain, are used to predict the age.

Source

Department of Computer Science, University of Tasmania

Cancel

Figure 3.105: Markdown editor for linear regression descriptions

Descriptions cannot be longer than 8192 characters and can use almost any character.

3.9.3 Category

A category, taken from the dataset used to create it, is associated with each linear regression. Cat-
egories are useful to classify linear regressions according to the domain which your data comes from.
This is useful when you use BigML to solve problems across industries or multiple customers.

A linear regression category must be one of the 24 categories listed on Table 3.5.

14https://en.wikipedia.org/wiki/Markdown
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Table 3.5: Categories used to classify linear regression by BigML

Category

Aerospace and Defense

Automotive, Engineering and Manufacturing

Banking and Finance

Chemical and Pharmaceutical

Consumer and Retalil

Demographics and Surveys

Energy, Oil and Gas

Fraud and Crime

Healthcare

Higher Education and Scientific Research

Human Resources and Psychology

Insurance

Law and Order

Media, Marketing and Advertising

Miscellaneous

Physical, Earth and Life Sciences

Professional Services

Public Sector and Nonprofit

Sports and Games

Technology and Communications

Transportation and Logistics

Travel and Leisure

Uncategorized
Utilities

3.9.4 Tags

A linear regression can also have a number of tags associated with it that can help to retrieve it via the
BigML API or to provide linear regressions with some extra information. A linear regression inherits the
tags from the dataset used to create it. Each tag is limited to a maximum of 128 characters. Each linear
regression can have up to 32 different tags.

3.9.5 Counters

For each linear regression, BigML also stores a number of counters to track the number of other re-
sources that have been created using the linear regression as a starting point. In the linear regression
view, you can see a menu option that displays counters for evaluations, single and batch predictions, and
the fusions created. It also allows you to quickly jump to all the resources of one type. (See Figure 3.106)
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Figure 3.106: Counters for linear regressions



3.10 Linear Regression Privacy
Privacy options for a linear regression can be defined in the More Info panel, displayed in Figure 3.107.
There are two levels of privacy for BigML linear regressions:

+ Private: only accessible by authorized users (the owner and those who have been granted access
by him or her).

» Shared: accessible by any user with whom the owner shares the secret link.
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Figure 3.107: linear regression privacy

3.11  Moving Linear Regressions to Another Project

When you create a linear regression, it will be assigned to the same project where the original dataset
is located.

linear regressions can only be assigned to a single project. However, you can move linear regressions
between projects. The menu option to do this can be found in two places:

1. From the linear regression list, in either the chart view or table view, click the MOVE TO... option
within the 1-click action menu and select another project or create a new one. (See Figure 3.108.)
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Figure 3.108: Change project from 1-click action menu



2. In the linear regression list view, click the MOVE TO... option within the pop up menu and select

another project or create a new one. (See Figure 3.109.)
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Figure 3.109: Change project from pop up menu

3.12 Stopping Linear Regressions

You can stop the creation of a linear regression before the task is finished by clicking the DELETE LINEAR
REGRESSION option from the 1-click action menu (see Figure 3.110), or from the pop up menu in the

linear regression list view (see Figure 3.111).
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Figure 3.110: Stop linear regression creation from 1-click action menu
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Figure 3.111: Stop linear regression creation from pop up menu

A modal window will be displayed asking you for confirmation. If you stop the linear regression during its
creation you won'’t be able to resume the same task. If you want to create the same linear regression,
you will have to start a new task.

Are you sure you want to delete this linear regression?

It you delete this linear regression, you will no longer have access 1o its data and you will need to
recreate it.

o N

Figure 3.112: Confirmation message to delete a linear regression

3.13 Deleting Linear Regressions

You can delete your linear regressions by clickin in the DELETE LINEAR REGRESSION option from the
1-click action menu (see Figure 3.113) or using the pop up menu on the linear regression list (see
Figure 3.114).
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Figure 3.114: Delete linear regression from pop up menu

A modal window will be displayed asking you for confirmation. Once a linear regression is deleted, it is
permanently deleted, and there is no way you (or even the IT folks at BigML) can retrieve it.

Are you sure you want to delete this linear regression?

If you delete this linear regression, you will no longer have access to its data and you will need to
recreate it.

o N

Figure 3.115: Confirmation message to delete a linear regression



3.14 Takeaways

This chapter explains linear regressions in detail. Here is a list of key points:
+ Alinear regression is a supervised Machine Learning algorithm used to solve regression problems.

+ A linear regression is built from a dataset available in BigML and used to make an evaluation, a
single prediction, or a batch prediction.

* You can create a linear regression with just one click or configure it as you wish. BigML provides
several configuration options before creating your linear regression.

 To create a linear regression you need a dataset containing at least one numeric field.
+ Categorical fields must be converted to numeric values in order to train a linear regression model.
+ If you do not specify any objective field, BigML will take the last numeric field in your dataset.

* BigML allows you to include your numeric fields’ missing values as valid values to train your linear
regression model.

» The chart view provides a visual way to analyze a field impact on predictions given certain values
for the rest of the fields.

* You get a prediction interval along with the predicted value.

 BigML displays all your linear regression coefficients in a table view which you can also download
as a CSVile.

* You need to evaluate your linear regression model’s performance using data that the model has
not seen before.

» The ultimate goal in building a linear regression is being able to make predictions with it.

+ BigML allows you to quickly make predictions for single instances by providing a form containing
the fields used by the linear regression, so you can easily set the input data and get an immediate
response.

+ BigML batch predictions allow you to make simultaneous predictions for multiple instances. All you
need is the linear regression you want to use to make predictions and a dataset containing the
instances for which you want to obtain predictions.

* You can configure your batch predictions output file settings.
* You can download your linear regression to perform local predictions.

* You can add descriptive information to your linear regressions (name, description, tags, and
category).

* You can move your linear regressions between projects.
* You can share your linear regressions with other people using the secret link.
* You can stop your linear regression creation by deleting them.

* You can permanently delete an existing linear regression.



Logistic Regressions

4.1 Introduction

There are multiple Machine Learning problems that require predicting a categorical value, such as “true

or false”, “churn or not churn”, “fraud or not fraud”, “high risk, low risk or medium risk”, etc. These are
called classification problems, and there can be multiple categories (or classes) to predict.

Logistic regression is a supervised Machine Learning technique that can be used to solve classification
problems. These problems can also be solved with other Machine Learning methods, such as models,
ensembles or deepnets. We explain these methods in Chapter 1, Chapter 2 and Chapter 5 respectively.
The main difference is that logistic regression assumes your input fields can be mapped to predict your
objective field following linear patterns. For this reason, logistic regressions work better in those cases
for which the problem can be linearly solved.

For each class of the objective field, logistic regression computes a probability modeled as a logistic
function value, whose argument is a linear combination of the field values. See Section 4.2 for more
details on the logistic regression formula.

This chapter contains comprehensive description of BigML’s logistic regressions including how they can
be created with 1-click (Section 4.3), all configuration options available (Section 4.4), and the different
visualizations provided by BigML (Section 4.5). See Section 4.6 for an explanation of how logistic re-
gressions can be used to make predictions. You can also export your logistic regressions in different
formats to make local predictions faster at no cost (Section 4.6). The process to evaluate your logistic
regressions’ predictive performance in BigML is explained in a different chapter (Chapter 7).

In BigML, the third tab of the main menu on the Dashboard allows you to access all of your available
supervised models. Select LOGISTIC REGRESSIONS from the drop-down menu (Figure 4.1), you will
reach the logistic regression list view.
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Figure 4.1: Logistic regressions under Supervised tab



The logistic regression list view (Figure 4.2) lists all your available logistic regressions. For each logistic
regression, the view shows the link to the Dataset used to create it, its Name, Objective (objective field
name), Age (time elapsed since it was created), Size, and number of evaluations, predictions, and
batch predictions that have been created using that logistic regression. The SEARCH menu option in
the top right corner of the logistic regression list view allows you to search your logistic regressions by
name.

Datasets Unsupervised = Predictions Tasks WhizzML
Z: & Logistic Regressions i Q, EQ/T

il Name Objective = A
diabetes digbetes 4m 256KB
gorilla-horse-dir all resnet18 | Training (80%) Jabel 4m  94.9MB
grape-strawberry-dir resnet18 | Training (80%) \abel am 9.0MB
lc_quality | Training (80%) quality Bm 2w 1.1MB
diabetes training set diabetes 2y 20.4KB

Show ogistic regressions 110 5 of 5 logistic regressions n

Figure 4.2: Logistic regression list view

By default, when you first create an account at BigML, or every time that you start a new project, your
list of logistic regressions will be empty. (See Figure 4.3.)

Dataseis Unsupervised = Predictions + Tasks WhizzML +
o™ | oo - "
{ b Logistic Regressions i Q, \g‘
1]} MName Objective ﬁ ﬁ
Show | 10 logistic regressions Mo logistic regressions

Figure 4.3: Empty Dashboard logistic regressions view

Finally, in Figure 4.4 you can see the icon used to represent a logistic regression.

Figure 4.4: Logistic regression icon

4.2 Understanding Logistic Regressions

As mentioned in the introduction of this chapter, logistic regression is a supervised learning algorithm
to solve classification problems. Logistic regression works better in those cases for which the features
are roughly linear and the problem can be linearly solved. This is mainly due to the fact that the logistic
regression generates linear decision boundaries to separate the objective field classes. You can find a



detailed explanation of this behavior in the following blog post’.

The reason behind this linear behavior can be found in the logistic regression formula which consist of
a logistic function whose argument is a linear combination of the input field values. You can see the
logistic regression formula below (Figure 4.5), where dependent variable, p;, is the probability for each
of the i classes of the objective field, and the independent variables, (X1, X2,...Xk) represent the k
variables for the input fields in your dataset, which are multiplied by the logistic regression coefficients
(bo,i> b1,i, D25, .- br i)

1
bi = 1 + e fi(X)

where
Jfi(X) =bo; + b1, X1 + b2, Xo.... + bk, : Xk)

Figure 4.5: Logistic regression formula

The logistic regression tries to learn the k coefficients (b i, b1 i, b2, ...bx ;) of the linear function, f;(X),
using maximum likelihood estimation techniques. BigML logistic regression is an optimized implemen-
tation of the liblinear library® which uses the Trust-Region Newton Optimization method to estimate the
coefficients.

Each class of the objective field will have a different set of coefficients associated, e.g., if the objective
field has two classes, two different functions, p; and p,, will be learned from the training data, one by
class (see Figure 4.6).

1
P = 1+ e~ (bo,14b1,1X1+b2,1 Xo....4b,1 X)

1
P2 = 1+ e—(b0,2+b1,2X1+b2 2 Xo....+bk 2 Xy )

Figure 4.6: Logistic regression formulas for two classes

A positive coefficient (b, > 0) for a field, indicates a positive correlation with the predicted class, while
negative coefficients (b, < 0) indicate a negative relationship. Higher absolute coefficient values for a
field results in a greater impact on predictions of that field. This should not be misinterpreted as field
importance due to several reasons:

+ Field importance in Logistic Regression can be defined as the contribution of a field to the final
class probability which depends not only on the field coefficient but also on the interactions with
the rest of the input fields. Since the model assumes independence between the different inputs,
coefficients can be considered as absolute measures of field importance only when all inputs are
independent, but this is often not the case. In many real datasets, the impact of a particular field is
also dependent on the values of other fields.

« Different field magnitudes make coefficients incomparable. Coefficients for fields with different
magnitudes, e.g., salary and age, are not comparable since they will tend to be higher for fields
with smaller scales. Changing the scale of the field would change the coefficient value. BigML
automatically scales your numeric fields. (See Subsection 4.4.8.)

+ Fields can be multi-collinear. If two fields are highly correlated, they can be effectively substituted
for each other during model training, so the field importance could be split between the two. The
greater number of fields in the dataset, the more likely the fields are multi-collinear.

BigML provides a table containing all your logistic regression coefficients. (See Subsection 4.5.2.)

"https://blog.bigml.com/2016/09/28/logistic-regression-versus-decision-trees
%https://www.csie.ntu.edu.tw/"cjlin/liblinear/
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When the logistic regression has learned the coefficients, you can use the model to make predictions
for new instances. The logistic regression always returns a probability per class of the objective field. The
class with the highest probability will be the predicted class. Taking into account the previous formulas in
Figure 4.6, for a given set of input values, (X1, X2,...Xk), you will get two probabilities, one per class,
e.g., p1 = 85% and p» = 15%. In BigML, when there are more than two classes, the probabilities are
normalized so the sum of all probabilities for each instance prediction is equal to 100%.

By definition, the input fields (X1, X2 ... Xk) in the logistic regression formula need to be numeric
values. However, BigML logistic regressions can support any type of fields by applying a set of transfor-
mations to categorical, text, and items fields. Moreover, BigML can also handle missing values for any
type of field. The following subsections detail both behaviors.

4.2.1 Input Field Transformations

Apart from numeric fields, BigML logistic regressions are optimized to support categorical, text and items
fields by applying a set of transformations in order to convert them in numeric values:

» Categorical fields are One-hot encoded by default, i.e., each class is mapped to a separate 0-1
numeric variable. For a given instance, the variable corresponding to the instance class, has its
value set to 1, while the other variables are set to 0.

For example, imagine you are trying to predict the probability of customer churn = [True, False]
given two input fields: number of calls (numeric), numCalls, and the tariff plan (categorical),
tarif fPlan = [B, N, P], which includes three different classes, B (basic), N (normal), P (pro-
fessional). The logistic regression will create one variable for the numeric field and another three
variables for the categorical field, one by class. Letting i be the objective field classes (True,
Fualse), the logistic regression formula will be:

1

bi = 1- + e~ fi(X)

where

fl(X) = bO,i + bl,mumC’allS + bgﬂ‘B + bg,iN + b47iP

For a new customer with values numClalls = 240 and tarif f Plan = N then:

fl<X) = bO,i + b171‘240 + b271‘0 + b3,i1 + b47i0

BigML also provides three other types of coding, Dummy, Contrast and Other coding, that you
can configure for each of your categorical fields. See Subsection 4.4.10 for a complete explanation
of categorical fields encoding.

 For text fields, each term is mapped to a corresponding numeric variable, whose value is the
number of occurrences of that term in the instance. Text fields without term analysis enabled are
excluded from the model (read the Sources with the BigML Dashboard document to learn more
about text analysis [11]).

* For Items fields, each different item is mapped to a corresponding numeric field, whose value is
the number of occurrences of that item in the instance.

4.2.2 Missing Values

BigML logistic regressions can handle missing values for any type of field. For categorical, text, and
items fields, missing values are always included as another category, term or item by default.

For numeric fields, missing values are also included by default, but you can deactivate this option by
configuring your logistic regression (see Subsection 4.4.5). Alternatively, you can replace your missing
numeric values by another valid value like the field’s mean, median, maximum, minimum or zero (see



Subsection 4.4.4). If none of the mentioned options has been enabled for building your logistic regres-
sion, the instances containing missing values for numeric fields in your dataset will be ignored by the
model.

For missing values, a separate variable is created to build the logistic regression. Once the logistic
regression is created, you can find an additional coefficient for each field at the end of the coefficient
table. (See Figure 4.7.) Learn more about the coefficient table in Subsection 4.5.2.

If the dataset does not contain missing values for a field, the coefficient for missing values will be zero,
except in the case of text fields which can be different from zero. This is due to the fact that BigML has a
limit of 1,000 terms for text fields, so there may be instances not containing any of the terms considered
to build the model and appear as missing values instead. (See Subsection 4.8.0.1 to know more about
term limits for text fields.)
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[ _missing ] 0 0 o
sh Date.month m 0 0 o
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Figure 4.7: Missing numeric coefficients at the end of logistic regression table

4.2.3 Logistic Regressions with Images

BigML logistic regressions do not take images as input directly, however, they can use image features
as those fields are numeric.

BigML extracts image features at the source level. Image features are sets of numeric fields for each
image. They can capture parts or patterns of an image, such as edges, colors and textures. For
information about the image features, please refer to section Image Analysis of the Sources with the
BigML Dashboard?®[11].

Shttps://static. bigml.com/pdf/BigML_Sources.pdf
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Figure 4.8: A dataset with images and image features

As shown in Figure 4.8, the example dataset has an image field image_id. It also has image features
extracted from the images referenced by image_id. Image feature fields are hidden by default to reduce
clutter. To show them, click on the icon “Click to show image features”, which is next to the “Search by
name” box. In Figure 4.9, the example dataset has 512 image feature fields, extracted by a pre-trained
CNN, ResNet-18.
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Figure 4.9: A dataset with image feature fields shown

From image datasets like this, logistic regressions can be created and configured using the steps de-
scribed in the following sections. All other operations including prediction, evaluation applies too.



4.3 Creating Logistic Regressions with 1-Click

To create a logistic regression in BigML you have two options: either the 1-click option which uses the
default values for all available configuration options, or you can tune the parameters in advanced by
using the configuration options explained in Section 4.4. This section explains how to create a logistic
regression with 1-click.

From the dataset view, select the 1-CLICK LOGISTIC REGRESSION option in the 1-click action menu.
(See Figure 4.10.)
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Figure 4.10: Create 1-click logistic regression from dataset 1-click action menu

Alternatively, you can use the 1-CLICK LOGISTIC REGRESSION option in the pop up menu from the
dataset list view. (See Figure 4.11.)
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Figure 4.11: Create 1-click logistic regression from dataset popup menu

Either option builds a logistic regression using the default values for all available configuration options.
(See Section 4.4.)

Note: for some datasets, the 1-click option may be disabled. This can be due to the fact that
your dataset does not contain any categorical field or the field taken as the default objective field
is not categorical. If you do not specify any objective field BigML takes the last valid field in
your dataset as the objective field by default. To change the objective field, either configure your
logistic regression or select the objective field from your dataset (both options are explained in
Subsection 4.4.1.)



4.4 Logistic Regression Configuration Options

While the 1-click creation menu option (see Section 4.3) provides a convenient and easy way to create
a BigML logistic regression, you can also have more control over the logistic regression creation and
configure a number of parameters that affect the way BigML creates logistic regressions. Click the
CONFIGURE LOGISTIC REGRESSION menu option in the configuration menu of your dataset view. (See
Figure 4.12.)
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Figure 4.12: Configure logistic regression

Note: for some datasets, the configuration option may be disabled. This can only be due to the
fact that the dataset does not contain any categorical field to be selected as the objective field.
In case the field to be predicted in your dataset is a humeric field, you can discretize it so it
becomes categorical. Read the Datasets documentation [9] to learn how to discretize a numeric
field.

4.4.1 Objective Field

The objective field, or “target field”, is the field you want to predict. Logistic regressions only support
categorical fields as the objective field.

BigML takes the last categorical field in your dataset as the objective field by default. If you want to
change the objective field, you have two options: you can select another field from the configuration
panel to build the logistic regression, or you can change it permanently from your dataset view.

+ Select the Objective field from the logistic regression configuration panel. This option will only
affect the logistic regression you are building that time. (See Figure 4.13.)
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Figure 4.13: Configure the objective field to create the logistic regression

» Change the default objective field for the dataset. This option will save your objective field pref-
erence for any model you build. Click on the edition icon next to the field name when you mouse
over it, a pop up window will be displayed. Then click on the Objective field icon and Save it.
(See Figure 4.14.)
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Figure 4.14: Change the default objective field

4.4.2 Automatic Optimization

You can turn on the Automatic optimization option so BigML will automatically tune the parameters of
your logistic regression (see Figure 4.15).
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Figure 4.15: Automatic optimization

The high number of possible combinations for parameter values makes it difficult to find the optimum
configuration since the combinations that lead to a poor result outnumber the ones that result in a
satisfying performance. Hand-tuning different configurations is a time-consuming process that requires
a high level of expertise and intuition. To combat this problem, BigML offers first-class support for
automatic logistic regression parameter optimization.

Behind the scenes, BigML uses the same technology for logistic regression parameter optimization as
the one used for OptiML. If you want to know more about the technical details, please read the Chapter
2 of the document OptiML with the BigML Dashboard [10].

When you turn on the Automatic optimization option, all the logistic regression parameters will be
disabled (because they will be automatically optimized), except the Default numeric value, the Missing
numetics, and the Weights parameters which you can manually configure (see Figure 4.16).
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Figure 4.16: Configure the default numeric value and the missing numerics

Since the optimization process can take some time, BigML offers two configurable parameters to limit
the time to create the optimized logistic regression: a training duration (see Subsection 4.4.2.1) and the
logistic regression candidates (see Subsection 4.4.2.2).



4.4.2.1 Training duration

The scale parameter to regulate the logistic regression runtime. It's set as an integer from 1 to 10. It
indicates the user preference for the amount of time they wish the optimization to take. The higher the
number, the more time that users are willing to wait for possibly better logistic regression performance.
The lower the number, the faster that users wish the logistic regression training to finish. The default
value is set to 5.

The training duration is set in a scale. The actual training time depends on the dataset size, among other
factors.
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Figure 4.17: Training duration

4.4.2.2 Logistic regression candidates

The maximum number of different logistic regressions (i.e., logistic regressions using a unique configura-
tion) to be trained and evaluated during the optimization process. The default number is 128 candidates
which is usually enough to find the best logistic regression, but you can set it from 4 up to 200. Only
the top-performing logistic regression will be returned. If training duration is very low (see Subsec-
tion 4.4.2.1) given the dataset size, it is possible that not all the logistic regression candidates will be
tried out.
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Figure 4.18: Logistic regression candidates



4.4.3 Weights

It is not unusual for a dataset to have some categories that are common and others very rare. For
example, in datasets used to predict fraud, usually fraudulent transactions are very scarce compared to
regular ones. When this happens, logistic regression tends to predict the most frequent values simply
because the overall model’s performance metrics improve with that approach. However, in cases such as
fraud prediction, you may be more interested in predicting rare values rather than successfully predicting
frequent ones. In that case, you may want to assign more weights to the scarce instances so they are
equivalent to the abundant ones.

BigML provides three different options to assign specific weights to your instances, balance objective,
objective weights, and weight field explained in the following sections (see Figure 4.19).

Sources Supervised ¥ Unsupervised = Predictions = Tasks WhizzML
T, B0 eces US car accidents oI =%
LOGISTIC REGRESSION CONFIGURATION o a
Objective field: Default numeric value: Missing numerics: Eps: Mo stats:
0.0001
Injury Severity m b Select a default value hJ N[A 5 ) (+]
“@3 Advanced configuration @

Weights:

Select a weight optien No weights

gc¢ Objective weights

Regularization:

Field codings:

®@ @ @ @

Sampling: 4,999 instances

Figure 4.19: Weight options for logistic regression

4.4.3.1 Balance Objective

When you set the balance objective weight (see Figure 2.21), BigML automatically balances the
classes of the objective field by assigning a higher weight to the less frequent classes, with the most
frequent class always having a weight of 1. For example, take the following frequencies for each class:

[False, 2000; True, 50]
By enabling the Balance objective option, BigML will automatically apply the following weights:
[False, 1; True, 40]

In this example, the class “True” is getting forty times more weight as it is forty times less frequent than
the most abundant class.

4.4.3.2 Objective Weights

The Objective weights option allows you to manually set a specific weight for each class of the objec-
tive field. BigML oversamples your weighted instances replicating them as many times as the weight
stablishes. If you do not list a class, it is assumed to have a weight of 1. Weights of 0 are also valid, but
if all classes have a weight of 0, the logistic regression creation will produce an error.

This option can be combined with the Weight field (see Subsection 4.4.3.3). When combining it with
the Weight field, both weights are multiplied. For example if you assign a weight of 3 for the “True” class
and the weight field assigns a weight of 2 for a given instance labeled as “True”, that instance will have
a total weight of 6.



4.4.3.3 Weight Field

The Weight field option allows you to assign individual weights to each instance by choosing a special
weight field. The selected field must be numeric and it must not contain any negative or missing values.
The weight field will be excluded from the input fields when building the logistic regression. You can
select an existing field in your dataset or you may create a new one in order to assign customized
weights.

The weights of your weight field will impact in the same way as the Objective weights. If an instance
has a weight of 3 it will be replicated three times in the dataset to train the model.

4.4.4 Default Numeric Value

Logistic regressions can include missing values as valid values for any type of fields as explained in
Subsection 4.2.2. However, there can be situations for which you don’t want to include them in your
model. For those cases, the Default numeric value parameter is an easy way to replace missing
numeric values by another valid value. You can select to replace them by the field’s Mean, Median,
Maximum, Minimum or by Zero. (See Figure 4.20.)

Sources Logistic Regressions ¥ Clusters  Anomalies Associations Predictions Tasks Seripts ¥
B 9. cees US car accidents dataset o) =~
Objective field: Default numeric value: 0 Missing numerics: 0 Eps: 9
- 0.0001
Injury Severity axE - | Select a default value | N/A P

M
'ﬂﬂ Configure ean

Median

Logistic regression name: Minimum

US car accidents dataset's logistic regression Zero Ji Create logistic regression

B |- Q x
Mame & Type % Count Missing Emors Histogram
Atmospheric Condition [ ABC | 4,999 0 0

Figure 4.20: Select a default numeric value to replace missing numeric values

Note: if your dataset does not contain missing values for your numeric fields, this parameter
will not have impact on your logistic regression. By contrast, if your dataset contains missing
numeric values and you neither select a Default numeric value or enable the Missing nhumerics
configuration option, instances with missing numeric values will be ignored to build the model.
(See next Subsection 4.4.5.)

4.4.5 Missing Numerics

By default, missing values for your numeric fields are included as valid values to build your logistic
regression. However, as explained in the previous subsection, there can be cases for which you don’t
want them to be included in syour model. The Missing numerics option allows you to select if you want
to include or exclude the missing numeric values to build your logistic regression. (See Figure 4.21.)



Sources Log S Clusters Anomalies s Predictions Tasks

B 0. ecee US car accidents dataset oY =~
Objective field: Default numeric value: 0 Missing numerics: 0 Eps: 0
( 1 1 0.0001
| Injury Severity ABC * | Select a default value ¥ N/A (;\J—
% Configure ®

Logistic regression name:

US car accidents dataset's logistic regression -:f Create logistic ion

e |- Q x
Name ¢ Type & GCount Missing Errors Histogram
Atmospheric Condition ABC 4,999 0 1]

Figure 4.21: Include missing numeric values in your logistic regression

Note: missing values are always included for categorical, text, and items fields. (See Section 4.2.)

As explained in Subsection 4.2.2, by including missing numeric values, you will get an additional coeffi-
cient for your numeric fields denoting the missing values. You will find them at the end of the coefficients
table as you can see in Figure 4.22. If a numeric field has no missing values, those coefficients will be
zero.

Datasets Logistic Regressions ~ Clusters Anomalies Associations Predictions Tasks

E It R, eeee US car accidents dataset's logistic regression ® & 0
4,999 NOT DEFINED TRUE INJURY SEVERITY o FALSE
s = &
Bias and predictors % Type £ FatalInjury (K) % Incapacitating Injury (A) % Injured, Severity Unkno
Crash Date.day-of-week 0 0
Fatalities in crasl 0 1]
Roadwa 0 0
Age [ missing ] 0.03463 -1.05278 0.17137
Ale [ missing ] -0.85629 -0.18594 -0.52391
Person Type [ missing ] i 0 0
ment | missing | 0 0 g
Race [ missing ] -B.66498 3.0044 0.27518
Gender [ missing ] 0 0 0
[ inissing J 0 0 0
Show | 10 variables 76 to 85 of 87 variables 1K ¢ 56 7 8 n

Figure 4.22: Missing numeric coefficients at the end of logistic regression table



Missing numerics and Default numeric value parameters are substitutes. (See Subsection 4.4.4.)
Therefore, if you enable the default numeric value parameter, the Missing numerics icon will automati-
cally be disabled. (See Figure 4.23.)

Sources Logistic Regressions « Clusters Anomalies Associations Predictions Tasks Scripts ¥
g p. eces US car accidents dataset b o) =)
Objective field: Default numeric value: O No missing numerics: 0 Eps: 0
0.0001
| Injury Severity ABC * | | Maximum x| T T
% Configure @
Scales: ®
Regularization: ®
Sampling: 4,999 instances ®
Advanced sampling: Custom settings ®

Logistic regression name:

US car accidents dataset's logistic regression — £ Create logistic regression

Figure 4.23: Missing numerics is disabled when there is a Default numeric value
selected

Note: if your dataset contains missing numeric values and you do not either enable Missing
numerics or select a Default numeric value, instances containing missing values will be ignored
when building the logistic regression.

44.6 Eps

This parameter sets the stopping criteria for the solver. If the difference between the current results
and the last iteration results is smaller than Eps, then the solver is finished. You can set positive float
values greater than 0 and smaller than 1. The default value is 0.0001. Higher values make the model to
be faster built but they may result in a worse predictive performance.

Clusters Anomalies Associations Predictions Tasks

& 8P, ocoe US car accidents dataset S ==
Objective field: Default numeric value: €@  Missing numerics: @ Eps: ©
0.0001
| Injury Severity [ asc K3 | Select a default value v N/A T

% Configure ®

Logistic regression name:

US car accidents dataset's logistic regression i Create logistic regression

(=R Q x
Name & Type % Count Missing Erors Histogram
Atmospheric Condition m 4,999 a 4]

Figure 4.24: Eps parameter for logistic regression



4.4.7 Stats

This parameter allows you to include or exclude the statistical tests to assess the quality of the model’s
fit to the data. (See Figure 4.25.) BigML does not include these statistics by default to speed up the
model creation because the time required to compute them can be considerably high.

Sources Supervised ¥ Unsupervised = Predictions ~ Tasks WhizzML ~
. fP. ecee US Car Accidents dataset filtered % . =),
LOGISTIC REGRESSION CONFIGURATION 9 B
Objective field: Default numeric value: Missing numerics: Eps: No stats:
0.0001
Injury Severity m v Select a default value v N;’A g

'“,a Advanced configuration =

Logistic regression name:

US Car Accidents dataset filtered's logistic regression Ji Create lagistic regression

B |- Q x
Name £ Type & Count Missing Errors Histogram
Atmospheric Condition @D % 400 0 0

Figure 4.25: Include statistics in logisticregression

When stats are enabled, BigML automatically configures your categorical fields with dummy coding.
BigML selects the dummy class in alphabetical order, therefore for fields with classes such us “07/"1”,
“yes”/’no” or “true/’false”, the dummy class will always be “0”, “no” or “false”. You can see the field
codings configuration by clicking in the wheel next to your categorical fields. (See Figure 4.26.) This
automatic configuration is to avoid multicollinearity in your model, otherwise all the statistics computed
will be null. You can configure the categorical fields with any of the other field codings, contrast or
other, but you cannot configure one-hot coding again if stats are enabled. See Subsection 4.4.10.1 to
read more about field codings.



Sources Supervised ¥ Unsupervised * Predictions * Tasks WhizzML ~

=T g8 cece US car accidents dataset Lo =
LOGISTIC REGRESSION CONFIGURATION 0 m
Objective field: Default numeric value: Missing numerics: Eps: Stats:
0.0001
Injury Severity m v Select a default value v N,"A fo (e)
% Advanced configuration (C]

Logistic regression name:

! - ; =
US car accidents dataset's logistic regression —_— " Create logistic regression
(= Q x

Name & Type £ Gount Missing Errors Histogram

Field coding configured as

Atmospheric Condition I ¢$} 4,999 0 0

Fatalities in crash [ 123 ] 4,989 0 0 .

Roadway e 4999 0 0

Age [ 123 | 4,929 70 0 I"III

T I““I"“lllllllm..

Figure 4.26: Check your categorical fields encoding by clicking in the green wheel
icon

BigML computes two kinds of statistical tests, a test that measures the quality of the coefficients as a
whole, and a set of tests that measure the significance of the individual coefficient estimates:

+ Statistical test to measure the quality of the whole model:

— Likelihood ratio: tests whether the coefficients as a whole have any predictive power to
predict a certain class of the objective field over an intercept-only model.

« Statistical tests to measure the significance of the individual coefficient estimates:
— Standard error: the variance of the coefficient estimates.

— Z scores: how many standard deviations are the coefficient estimates from the mean. Letting
3 be the coeffcient estimate and SE the standard error, then the formula for each i coefficient
is:

Bi

Zscore; = ———
SE(8:)

— p-value: determines the statistical significance of each coefficient in the logistic regression
formula. The p-value is associated with the x? of the Wald test* with one degree of freedom
at the Z2 value. The Wald test indicates how far the estimated parameters are from zero to
test their significance.

The p-value needs to be compared against a significance level, usually 0.1, 0.05 or 0.01. A
p-value higher than the significance level, indicates that the null hypothesis can be accepted,
hence the coefficient is non-significant. A p-value lower than the significance level indicates

“https://en.wikipedia. org/wiki/Wald_test
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that the null hypothesis can be rejected, so the coefficient estimate is significant. A good
practice is to retrain the logistic regression removing the non-significant coefficients.

Note: note that p-values are not extracted directly from Z score values, they are asso-
ciated with the 2 of the Wald test.

— Confidence intervals: give the size of the 95% confidence interval for each coefficient esti-
mate. That is, for a coefficient estimate 3, and an interval value n, the value of the coefficient
is 8 & n with a confidence of 95%.

Once your logistic regression has been created, you will be able to visualize the stats in the coefficient
table. (See Subsection 4.5.2.1.)

To avoid lengthy computation times, stats from large input datasets will be computed from a subsample
of the dataset such that the number of coefficients X rows is less than or equal to 1E+8.

It is possible that some statistic values contain null values. Wald test statistics can not be computed
for zero-value coefficients, and so their corresponding entries are null. Moreover, if the coefficients’
information matrix is ill-conditioned, e.g. if there are fewer instances of the positive class than the
number of coefficients, or if there is a perfect correlation between the input fields (multicollinearity), the
standard error, Z score, p-value, and confidence intervals will also have a null value.

4.4.8 Bias and Auto-Scaling

You can include or exclude the Bias from the model, a.k.a. the intercept term of the logistic regression
formula. (See formula in Section 4.2.) For most cases, including the bias results in a better model. By
default it is included. (See Figure 4.27.)

You can also scale the numeric fields of your dataset, to ensure each field will have equivalent influence
despite differences in magnitudes, e.g., salary and age. By enabling the Auto-scale parameter, BigML
automatically transforms your numeric fields so their standard deviations equal 1. Auto-scaling fields will
allow you to compare the different coefficients learned by the model as explained in Section 4.2. Fields
are auto-scaled by default. (See Figure 4.27.)

Sources Medels ~ Clusters Anomalies Associations Predictions Tasks Scripts ~
B fB. eece US car accidents dataset RO (=)~
Objective field: Default numeric value: ©@ Missing numerics: (7] Eps: (7]
0.0001
Injury Sevarity [ asC  WE Selectadefaultvalue | ¥ N/A
¢a Configure O]
Scales: @
Bias:  Fields: o
bn dIb Yes Yes
Regularization: ®
Field codings: ®
Sampling: 4,999 instances ®
Advanced sampling: Default settings ®

Logistic regression name:

US car accidents dataset's logistic regression Reset J_+ T ——

Figure 4.27: Bias parameter and auto-scaling parameter for numeric fields



4.4.9 Regularization

The main goal for having a regularization factor is to avoid overfitting, i.e., tailoring the model to the
training data at the expense of generalization.

In BigML you can choose between L1 or L2 Regularization. L1 norm causes more coefficients to be
zero, while using the L2 norm forces the values of all coefficients towards zero. Usually L2 yields better
results, so it is the default option to create your logistic regression.

You can also tune the Strength (c) parameter, which is the inverse of the regularization strength, so
higher values indicate less regularization. It must be a positive integer greater than 0. Too high values
for strength will make the algorithm perfectly fit the training data boundaries, so the logistic regression
will perform poorly when trying to predict new instances not seen before by the model. Too low values
for strength will result in vague decision boundaries not following the data patterns, hence resulting also
in a bad predictive performance. The default value is 1 which usually works well for most cases. (See
Figure 4.28.)

Sources Logistic Regressions ¥ Clusters ~ Anomalies  Associations  Predictions  Tasks Scripts
£ H9_ cees US car accidents dataset o) =)re
Objective field: Default numeric value: @  Missing numerics: @ Eps: @
0.0001
| Injury Severity m v | ‘ Select a default value v ‘ NJ'A
"’(& Configure @
Scales: @
Regularization: @
R . (7]
Regularization:  Strength (c):
L2 R = i
Sa 9 4,999 instances ®
Advanced sampling: Default settings @

Logistic regression name:

US car accidents dataset's logistic regression i Create logistic regression

Figure 4.28: Regularization parameters

4.4.10 Field Codings

Categorical fields must be converted to numeric values in order to train a logistic regression model.
By default, they are One-hot encoded, but BigML allows you to configure three other types of coding
for each one of your categorical fields: Dummy coding, Contrast coding, and Other coding. See the
following subsections for a detail explanation of each option. (Learn more about input fields transforma-
tions in Subsection 4.2.1.)

Note: if stats are enabled, then the default coding is Dummy for all your categorical fields, se-
lecting the dummy class by alphabetical order. See Subsection 4.4.7 for more details.

4.4.10.1 One-hot Coding

Categorical fields are One-hot encoded by default. That is, a separate 0-1 numeric field is created for
each category and an additional one for missing values. For a given instance, the variable corresponding
to the instance’s categorical value has its value set to 1, while the other variables are set to 0. See an
example of One-hot coding scheme for a field containing three classes in Table 4.1:



Classes C0 C1 C2 C3

Class 1 1 0 0 0
Class 2 0 1 0 0
Class 3 0 0 1 0
MISSING 0 0 0 1

Table 4.1: One-hot coding

4.410.2 Dummy Coding

The main goal of using dummy coding® is to compare a class selected as the reference or control class
with the rest of classes. The control class is assigned a value of 0 for each variable. The control class
is called dummy class in BigML and it is usually a class with a representative number of instances
compared to the other classes in the dataset. See an example of dummy coding schema for three
different classes, being the “Class 1” the dummy class, in Table 4.2:

Classes C0 C1 C2

Class 1 0
Class 2 1
Class 3 0

0

0
0
1
MISSING 0

- O O O

Table 4.2: Dummy coding example for 3 classes

To set Dummy coding for a field:
1. Click on the configuration icon next to the field name. (See Figure 4.29.)

Shttps://en.wikipedia.org/wiki/Categorical_variable#Dummy_coding
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. (Ew ]
B 9. coeee Loanrisk data dataset %~ (=)~
Objective field: Default numeric value: € Missing numerics: @ Eps: ©
0.0001
class ABC v Select a default value v NjA P
% Configure ®

Logistic regression name:

Loan risk data dataset's logistic regression

™ | Q x
Name % GCount Missing Errors Histogram
checking_status 1,000 0 o
duration [ 123 ] 1,000 0 0 I
] ""“IIII"II--Ilu.........
credit_history [ items  JENNRTY 0 0 Il--
purpose % _asc _JEERT 0 o
credit_amount 1,000 ] 0 Illll
Illl||luumm...........
savings_status By 1,000 0 0
employment % [ ABC ] 1,000 0 0
instaliment_commitment m 1,000 0 1] .
[

Figure 4.29: Field coding configuration

2. A modal window will be displayed so you can configure the field codings for that field. If the field has
not a previous configuration for field codings, it will be disable. Enable field coding configuration
by clicking on the green switcher shown in Figure 4.30.



Configure field coding for purpose field

DISABLED &7

Dummy coding:
Class Select

business
domestic appliance
education
furniture/equipment

new car

Configured coding: NONE Cancel Save

Figure 4.30: Enable field coding configuration

3. Select the class you want to set as the dummy class. (See Figure 4.31.)

Configure field coding for purpose field

=
@92 ENABLED
® 0 O |
Dummy coding:
Class Select
business ®

domestic appliance

education

furniture/equipment 0
new car (o]
P ~

Configured coding: NONE m Save
.

Figure 4.31: Select the dummy class

4. Click Save . Make sure you saved your configuration by looking at the bottom message “Config-
ured Coding: DUMMY”. (See Figure 4.32.)



Configure field coding for purpose field

_—
@2 ENABLED @ @ @
Dummy coding selected
Dummy coding:
Class Select
business o]
domestic appliance (o]
education ®
furniturefequipment (o]
new car (o]
,,,,, ~
Configured coding: DUMMY Cancel Save

Figure 4.32: Field codings: dummy

Note: you cannot select several field codings for the same field simultaneously.

5. Close the modal window by clicking outside or by clicking Cancel .

Configure field coding for purpose field

@WES ENABLED @ @ @
Contrast coding selected
Contrast coding:
Class Value
business -0.25
domestic appliance 1
education 0.5
furniture/equipment -0.25
new car -1
Configured coding: CONTRAST Cancel Save

Figure 4.33: Close modal window

Note: if the Cancel button is red, it indicates there are changes you have not saved yet so
you will lose them by closing the modal window.

6. After configuring the field codings for a field, the configuration icon will become green. (See Fig-
ure 4.34.)



Clusters Anomalies As tions Predictions Tasks

£ | 9. ecee Loan risk data dataset o =
Objective field: Default numeric value: 0 Missing numerics: 0 Eps: 0
0.0001
class ABC v Selectadefaultvalue | ¥ NjA ‘\D_
% Configure ®

Logistic regression name:

Loan risk data dataset's logistic regression

Reset
® |- Q x
Name % Count Missing Errors Histogram
checking_status 1,000 1] i)
duration 1.000 0 1] |
I“ "IIIIIIII“Ilnllll--uuu-
credit_history 1,000 0 0 Il
|| —
purpose 1.000 0 0
credit_amount 1,000 0 0 I“"llll
L] [1] [ ITPEPPErER e
savings_status o) ABC 1,000 0 0
employment % ABC 1,000 0 0

Figure 4.34: Field codings configured

7. To remove the field coding configuration for that field, click Disable from the switcher and click
Save again. (See Figure 4.35.)

Configure field coding for purpose field
|

Ll
@WE2 ENABLED
e o |
Dummy coding selected
Dummy coding:
Class Select
business (o]
! domestic appliance o] |
1 education ® IF
furniturefequipment 0
new car (o]
P -~
|
Configured coding: DUMMY Cancel Save

Figure 4.35: Disable field coding configuration



After creating your logistic regression, your dummy class will be identified with the dummy icon in the
coefficients table view (see Subsection 4.5.2). (See Figure 4.36.)

Sources Datasets Clusters Anomalies Associations Predictions Tasks Secripts * .
%‘Q |I'|e‘ ﬂﬁ“. eeee Loan risk data dataset's logistic regression Q) Cb_ (:_).;_E' @
1,000 NOT DEFINED TRUE cLASS [} FALSE
L=
Bias and predictors £ Type 4| bad & good &
credit_history = credits/all [ items ] 0.11584 -0.11584
credit_history = no [ items ] 0.11584 -0.11584
purpose = radio/tv [ ABC ] -0.25654 0.25654
pUFDOSE = Mew car [ ABC ] 0.60878 -0.60878
purpose = furniturefequipment m -0.14651 0.14651
purpose = used car > -0.93013 0.93013
purpose = business @ ) 0 0
purpose = education [ ABC ] 0.63471 -0.63471
purpose = repairs [ ABC ] 0.36551 -0.36551
purpose = domestic appliance [ ABC ] 0.02578 -0.02578
Show | 10 u variables 11 to 20 0f T3 variables 1€ € 1 E 3. 4 5 » )

Figure 4.36: Dummy class in table view

4.4.10.3 Contrast Coding

Contrast coding® allows you to set different values for different classes. Instead of the 0-1 values of One-
hot coding, you will be able to set any integer or float value for each of the classes, plus an additional
one for missing values. The sum of all values must equal 0. The values of the classes need to be set
based on certain hypothesis, e.g., higher values for a class assume this class has more influence on the
objective field than the others. A positive value indicates a positive relationship between the class and
the objective field while a negative value indicates a negative relationship. A coefficient of 0 will exclude
the class from the model. In the Table 4.3 you can see an example of contrast coding schema for three
different classes.

Classes Cco

Class 1 0.5
Class 2 -0.25
Class 3 -0.25
MISSING 0

Table 4.3: Contrast coding example for 3 classes

To set Contrast coding for a field, follow these steps:

bhttps://en.wikipedia.org/wiki/Categorical_variable#Contrast_coding
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1. Click on the configuration icon next to the field name. (See Figure 4.37.)

Datasets ode C ers Anomalies

B 9. oeee Loan risk data dataset %o (=)~
Objective field: Default numeric value: 0 Missing numerics: 9 Eps: 0
0.0001
class [ asc  ME Select a default value v N/A o
% Configure ®

Logistic regression name:

Loan risk data dataset's logistic regression

® Q ®
hName % GCount Missing Emors Histogram
checking_status 1,000 0 (1]
duration [ 123 ] 1,000 0 0 I
]| ""“IIII"II--Ilu.---...--

credit_histary [ items | 1,000 0 0 Il--
purpose % EGOE 1w o 0
credit_amount 1,000 0 0

- D Illll"ll|lllm--.................
savings_status ﬂa 1,000 0 0
employment % [ asc_ R 0 0
instaliment_commitment m 1,000 0 (V]

Figure 4.37: Field coding configuration

2. A modal window will be displayed so you can configure the field codings for that field. If the field has
not a previous configuration for field codings, it will be disable. Enable field coding configuration
by clicking on the green switcher shown in Figure 4.38



Configure field coding for purpose field

DISABLED & 77

Dummy coding:

Class Select

business

domestic appliance
education
furniture/equipment

new car

Configured coding: NONE Cancel Save

Figure 4.38: Enable field coding configuration

3. Select the Contrast coding option. (See Figure 4.39.)

Configure field coding for purpose field W

[l ]

@92 ENABLED @ @ E])

Dummy coding:

Class Select

business

domestic appliance
education
furniture/equipment

new car

O O 0 0 @

)

.....

Configured coding: NONE Cancel Save

Figure 4.39: Field codings: contrast coding

4. Set the values you want for your classes based on your hypothesis. All classes values must sum
0. (See Figure 4.40.) By using the BigML API, multiple contrast codings can be given for a field
as long as all the codings are orthogonal to ensure there are no co-dependent coefficients. Check
the corresponding documentation’.

"https://bigml.com/api/logisticregressions#lr_coding_categorical_fields
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Configure field coding for purpose field

| e |
@D ENABLED @ @ @

Contrast coding:

Class Value

business -0.25

domestic appliance i

education 0.5

furniture/equipment -0.25

new car -1
Configured coding: NONE @ Save

Figure 4.40: Set the contrast coding values for each class

Note: you cannot select several field codings for the same field simultaneously.

5. Click Save . Make sure you saved your configuration by looking at the bottom message “Config-
ured Coding: CONTRAST". (See Figure 4.41.)

Configure field coding for purpose field

@90 ENABLED @ @ @
Contrast coding selected
Contrast coding:
Class Value
business -0.25
domestic appliance 1
education 0.5
furniture/equipment -0.25
new car -1
Configured coding: CONTRAST Cancel Save

Figure 4.41: Contrast coding saved

6. Close the modal window by clicking outside or by clicking Cancel .



Configure field coding for purpose field

="
@72 ENABLED @ @ @ |

Dummy coding selected

Dummy coding:

Class Select

business

g domestic appliance
education
furniture/equipment

new car

O 0 ® 0 O

)

s

Configured coding: DUMMY Cancel Save

Figure 4.42: Close modal window

Note: if the Cancel button is red, it indicates there are changes you have not saved yet so
you will lose them by closing the modal window.

. After configuring the field codings for a field, the configuration icon will become green. (See Fig-
ure 4.43.)

Sources Meodels = Clusters Anomalies A ions Predictions Tasks
B §p. eoces Loan risk data dataset o =~
Objective field: Default numeric value: 0 Missing numerics: 0 Eps: 0
0.0001
class ABC v Select a default value v N/A (o
‘h Configure ®

Logistic regression name:

. \ . ) -
Loan risk data dataset's logistic regression Rasal ; Create logistic reg -
™ | Q x

Name 2 % Count Missing Ermors Histogram

checking_status *ﬁ} [ [ lec ] 1.000 0 0

duration [ 123 ] 1,000 0 0 |

III IIIIIIIIII“Ilnllllu....-.-

credit_histary [ items | 1,000 0 0 Il

B | =
purpose kY [ asc_ JEERF o o
credit_amount [ 123 | 1,000 0 0 I""llll
(L[ [ [T TTTTT T Eee—
savings_status 'ﬂ& [ asc ] 1.000 0 0
employment % [ asc JERE 0 0

Figure 4.43: Field codings configured



8. To remove the field coding configuration for that field, click Disable from the switcher and click
Save again. (See Figure 4.44))

Configure field coding for purpose field

@90 ENABLED @ @ @
Contrast coding selected
Contrast coding:
Class Value
business -0.25
domestic appliance 1
education 0.5
furniture/equipment -0.25
new car -1
Configured coding: CONTRAST Cancel Save

Figure 4.44: Disable field coding configuration

After creating your logistic regression, you will be able to see your Contrast coding values in the coef-
ficients table view (see Subsection 4.5.2) by clicking on the icon. (See Figure 4.45.)

Sources Datasets Logistic Regressions ~ Clusters Anomalies Associations Predictions Tasks Seripts ¥

E W P, eses Loan risk data dataset's logistic regression @ &b @9~ @
1,000 NOT DEFINED TRUE CLASS o FALSE
| g |
L= s
Bias and predictors Al % bad %+ good s
Bias 0 0
checking_status [ aBC | 0.82034 -0.82034
duration [ 123 ] 0.02723 -0.02723
eredit_history = existing =3 -0.53788 053788
credit_history = paid [ items ] 0.05846 -0.05846

Figure 4.45: Contrast icon in table view

A modal window will be displayed with your codings values and you can download them in CSV or JSON
format by clicking on the corresponding icons. (See Figure 4.45.)
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Class

nochecking
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>=200

[MISSING]

Value
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Figure 4.46: Contrast modal window in table view

4.410.4 Other Coding

Other coding® allows you to set different values for different classes. It works the same way as contrast
coding (see Subsection 4.4.10.3), but in this case the values do not need to sum 0. In the Table 4.4 you
can see an example of other coding schema for three different classes.

Classes (o1]

Class 1 2
Class 2 -0.4
Class 3 3
MISSING 1

Table 4.4: Other coding

To set Other coding for a field, follow these steps:

1. Click on the configuration icon next to the field name. (See Figure 4.47.)

8https://en.wikipedia.org/wiki/Categorical_variable#Contrast_coding
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. (Ew ]
B 9. coeee Loanrisk data dataset %~ (=)~
Objective field: Default numeric value: € Missing numerics: @ Eps: ©
0.0001
class ABC v Select a default value v NjA P
% Configure ®

Logistic regression name:

Loan risk data dataset's logistic regression

™ | Q x
Name % GCount Missing Errors Histogram
checking_status 1,000 0 o
duration [ 123 ] 1,000 0 0 I
] ""“IIII"II--Ilu.........
credit_history [ items  JENNRTY 0 0 Il--
purpose % _asc _JEERT 0 o
credit_amount 1,000 ] 0 Illll
Illl||luumm...........
savings_status By 1,000 0 0
employment % [ ABC ] 1,000 0 0
instaliment_commitment m 1,000 0 1] .
[

Figure 4.47: Field coding configuration

2. A modal window will be displayed so you can configure the field codings for that field. If the field has
not a previous configuration for field codings, it will be disable. Enable field coding configuration
by clicking on the green switcher shown in Figure 4.48



Configure field coding for purpose field

DISABLED &7

Dummy coding:

Class Select

business

domestic appliance
education
furniture/equipment

new car

Configured coding: NONE Cancel Save

Figure 4.48: Enable field coding configuration

3. Select the Other coding option. (See Figure 4.39.)

Configure field coding for purpose field W

[ =~ |

@92 ENABLED @ @ @

Dummy coding:

Class Select

business
domestic appliance
education

furniture/equipment

O O 0O O @

)

.....

Configured coding: NONE Cancel Save

Figure 4.49: Field codings: other coding

4. Set the values you want for your classes based on your hypothesis. You can set any float or integer
value. (See Figure 4.50.) By using the BigML API, multiple other codings can be given for a field.
Check the corresponding documentation®.

Shttps://bigml.com/api/logisticregressions#lr_coding_categorical_fields
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Configure field coding for purpose field

L~
@2 ENABLED @ @ @
Other coding:
Class Value
business i
domestic appliance 3
it
education 0.4
furniture/equipment 0
new car -2
Configured coding: NONE m Save
—

Figure 4.50: Set the other coding values for each class

Note: you cannot select several field codings for the same field simultaneously.

5. Click Save . Make sure you saved your configuration by looking at the bottom message “Config-
ured Coding: OTHER”. (See Figure 4.51.)

Configure field coding for purpose field

——
@2 ENABLED @ @ @
Other coding selected
Other coding:
Class Value
business 1
domestic appliance 3
education 0.4
furniture/equipment 0
new car -2
..... ~
Configured coding: OTHER Cancel Save

Figure 4.51: Other coding saved

6. Close the modal window by clicking outside or by clicking Cancel .



Configure field coding for purpose field

@ ENABLED @ @ 'Cr:)‘ |
Other coding selectad
Other coding:
Class Value
business 1
| domestic appliance 3 [
education 0.4
furniture/equipment 0
new car ]
Configured coding: OTHER Cancel Save

Figure 4.52: Close modal window

Note: if the Cancel button is red, it indicates there are changes you have not saved yet so
you will lose them by closing the modal window.

. After configuring the field codings for a field, the configuration icon will become green. (See Fig-
ure 4.53.)

Sources Models ¥  Clusters  Anomalies ions  Predictions  Tasks
£ | fn. eoee Loan risk data dataset % . ==
Objective field: Default numeric value: @  Missing numerics: © Eps: @
0.0001
class m v Select a default value v N/A &
% Configure @

Logistic regression name:

) , . ) =
Loan risk data dataset's logistic regression Reset : Greate logistic reg i
™ [ Q, *®

Name 1 ¢ Count Missing Errors Histogram

checking_status %3 ™ [ lec ] 1.000 0 0

duration [ 123 ] 1,000 0 0 |

I“ IIIIIIllllllln.lnl.........

credit_histary [ items | 1,000 0 0 Il

- ||
purpose % @ GOE o 0 0
credit_amount [ 123 ] 1,000 0 0 I"I IIIII
(L] [ [ [T TTTTTRe—
savings_status {!a [ asc ] 1.000 0 0
employment oY [ asc  JERF o o

Figure 4.53: Field codings configured



8. To remove the field coding configuration for that field, click Disable from the switcher and click
Save again. (See Figure 4.54.)

Configure field coding for purpose field

@0 ENABLED @ @ @
Other coding selectad
Other coding:
Class Value
business 1
domestic appliance 3
education 04
furniture/equipment 0
new car ]
Configured coding: OTHER Cancel Save

Figure 4.54: Disable field coding configuration

After creating your logistic regression, you will be able to see your Other coding values in the coeffi-
cients table view (see Subsection 4.5.2) by clicking on the icon. (See Figure 4.55.)

Sources Datasets Logistic Regressions ~ Clusters

E Mt §P. eses Loan risk data dataset's logistic regression @ & =5 0
1,000 NOT DEFINED TRUE cLASS [ FALSE
—

VL — =
Bias and predictors ey 4 bad % good &
Bias 0 ]
checking_status -0.1729 0.1729
duration 0.0302 -0.0302
credit_history = existing -0.59306 0.59306

Figure 4.55: Other coding in coefficients table

A modal window will be displayed with your coding values and you can download them in CSV or JSON
format by clicking on the corresponding icons. (See Figure 4.55.)
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Class Value
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Figure 4.56: Other coding modal window

4.4.11 Sampling Options

Sometimes you do not need all the data contained in your dataset to build your logistic regression. If
you have a very large dataset, sampling may be a good way of getting faster results. BigML allows you
to sample your dataset before creating the logistic regression, so you do not need to create a separate
dataset first. You can find a detailed explanation of the sampling parameters available in the following
subsections. (See Figure 4.57.)

4.411.1 Rate

The Rate is the proportion of instances to include in your sample. Set any value between 0% and 100%.
Defaults to 100%.

4.4.11.2 Range

Specifies a subset of instances from which to sample, e.g., choose from instance 1 until 200. The Rate
you set will be computed over the Range configured. This option may be useful when you have temporal
data, and you want to train your logistic regression with historical data, and test it with the most recent
one to check if it can predict based on time.

4.4.11.3 Sampling

By default, BigML selects your instances for the sample by using a random number generator, which
means two samples from the same dataset will likely be different even when using the same rates and
row ranges. If you choose deterministic sampling, the random-number generator will always use the
same seed, thus producing repeatable results. This lets you work with identical samples from the same
dataset.

4.4.11.4 Replacement

Sampling with replacement allows a single instance to be selected multiple times. Sampling without re-
placement ensures that each instance cannot be selected more than once. By default, BigML generates
samples without replacement.

4.4.11.5 Out of bag

This argument will create a sample containing only out-of-bag instances for the currently defined rate, so
the final total number of instances for your sample will be one minus the rate configured for your sample
(when replacement is false). This can be useful for splitting a dataset into training and testing subsets.
It is only selectable when a sample rate is less than 100%.



B . eeee Loan risk data dataset % =)
Objective field: Default numeric value: @  Missing numerics: © Eps: ©
class @I (- seectacetaunvaue | T Nja & =
S Configure @
Scales: ®
Regularization: ®
Sampling: 1,000 instances @
Rate
Rate: e
100%
. 100%
—
Ran ge Advanced sampling: Custom settings @
Range: 1,000 instances L
1 1800 1-1,000 Random YES NO
& &
Sampling S

Replacement
Out of bag

Figure 4.57: Sampling parameters for logistic regression

4.4.12 Creating Logistic Regressions with Configured Options

After finishing the configuration of your options, you can change the default logistic regression name in
the editable text box. Then you can click on the Create logistic regression button to create the new

logistic regression, or reset the configuration by clicking on the Reset button.

LOGISTIC REGRESSION CONFIGURATION (7]

Objective field: ™ Automatic optimization

loan_status ABC v

Default numeric value: Missing numerics: Eps: No stats:

0.0001
Selectadefaultvalue | N/A (—\ el
REG _—
% Advanced configuration @

Weights:

Scales:

@ @ @

Regularization:

Field codings:

@

Sampling: 42,535 instances

Dataset advanced sampling: Default settings

@ @ @

Advanced ordering: Default settings

Logistic regression name:

~
APl
Ry

Loan data logistic regression

I Reset |I L’

Logistic Regression Name AP Preview Reset Create Logistic Regression

Figure 4.58: Create logistic regression after configuration



4.4.13 API Request Preview

The API Request Preview button is in the middle on the bottom of the configuration panel, next to the

Reset button (See (Figure 4.58)). This is to show how to create the logistic regression programmati-
cally: the endpoint of the REST API call and the JSON that specifies the arguments configured in the
panel. Please see (Figure 4.59) below:

APl request preview i @
=

APl endpoint: flogisticregression

1-{

z "ob = _fileld": "ooeole",

3 n an data logistic regression”,

4 ‘missing_numerics”: true,

5 _stats": false,

6 ps": @.0001,

7 'balance_fields": true,

& ‘bias": true,

9 'regularization™: "12",

10 e 1,

11 ‘optimize”: false,

Check the full list of arguments in the API documentation

Figure 4.59: Logistic regression APl request preview

There are options on the upper right to either export the JSON or copy it to clipboard. On the bottom
there is a link to the APl documentation for logistic regressions, in case you need to check any of the
possible values or want to extend your knowledge in the use of the API to automate your workflows.

Please note: when a default value for an argument is used in the configuration, the argument won’t
appear in the generated JSON. Because during API calls, default values are used when arguments are
missing, there is no need to send them in the creation request.

4.5 Visualizing Logistic Regressions

After creating your logistic regression, you will be able to analyze your results with BigML unique vi-
sualization: a 1D and 2D chart, to examine the impact of the input fileds in the objective field, and a
coefficients table, for more advanced users, to interpret the resulting coefficients for each input field.
The following subsections explain both visualizations in detail.

Switch from the chart view to the table view by clicking on icons in the top bar menu of the logistic
regression view. (See Figure 4.60.)



Sources Datasets Logistic R sions - Clusters Anomalies Associations Predictions Tasks Executions *
ogistic Regres:

%q |l(f‘ "ﬁ“. LoanRisks dataset's logistic regression Q, &. (:_).'f (D

SREFINED TRUE CLASS YES NO

= ©

—-IL- == [

Figure 4.60: Switch chart and table views

4.5.1 Logistic Regression Chart

The chart view is composed of three main parts: the CHART itself, which you can view in one dimension
(1D) or two dimensions (2D), the PREDICTION legend and the INPUT FIELDS form. (See Figure 4.61.)
You can find a detailed explanation of each one below.

B i . eees LoanRisks dataset's logistic regression @ &. (:A)-_' ®

1,000 NOT DEFINED TRUE cLass YES NO

bad Probability

0% 100%

All classes

checking status ™

Oec=X<200

credit_history ™

all paid

X | auration v 60.0000 # purpose &

Figure 4.61: Logistic regression chart parts

» The CHART allows you to view the impact of the input fields on the objective classes predictions.
You can select the 1D chart or 2D chart by clicking on the green switcher in the top bar menu.

The 1D chart, allows you to select one input field for the x-axis. The y-axis represents the prob-
abilities for each of the predicted classes. Only numeric fields can be selected for the x-axis.(See
chart limitations in Subsection 4.8.1.) You can extend the upper limit of the x-axis by clicking on
the plus icon.
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Figure 4.62: 1D chart

The 2D chart allows you to select two different input fields for both axis and the class probabilities
are represented in different colors in a heat map.You can select numeric or categorical fields for
the axis. You can switch the axis by clicking on the option on top of the chart area.

S = - » 3 y e ] @
¥ EDICT!
Y ‘ purpose v used car \_}‘
good Probability
w
G o
used car 50.1% B7.2% =t
retraining bacl — R
repairs good — 65.95%
radio/tv
All classes v
other
n NPUTFIELDS Allfields: [¥)
checking_status ™
furniture/equipment
0<=X<200 v
credit_history ™
X | duration v 44 37E0 # credit_amount ®
0 2296

Figure 4.63: 2D chart

In both charts you can inspect the axis values in the grey area next to the selector. You can freeze
the view by pressing Shift and release it again by pressing Escape from your keyboard. When



the view is frozen, an edition icon will appear you can edit the axis values and obtain a prediction
for another preferred value.The resulting predicted probabilities are in the prediction legend to the
right.

To know more about how to interpret the influence of the input fields on predictions, read this
post'?.

The PREDICTION legend allows you to visualize the classes represented in the chart along with
their corresponding colors. The main probability color bar at the top is the probability for the pre-
dicted class. By default, in the 2D chart, colors are shaded according to the range of probabilites
shown in the chart area. That way, smaller differences in predictions are easier to perceive. How-
ever, you can choose to see the color shading according to the total range of class probabilities
(from 0% to 100%) by clicking on the icon next to the probability bar Total . (See Figure 4.64.) You
can also select to see only one of the classes using the class selector int he bottom of the legend.

= o2 » B LG s
X, EDICT
Y | age . 225000 # %
bad Probability
b4
GEEEE s
50.1% 75.1%
bad ——— T72.89%
good 27 11%
All classes X
{PUT FIELDS l fields: [
checking_status ™
0<=X<200 v
credit_history [
X | curation . 67.7500  # purpose ®

Figure 4.64: Prediction legend

Freeze this view by pressing Shift , and release it again by pressing Escape from your keyboard.

+ Below the chart legend, you can find the INPUT FIELDS form. (See Figure 4.65.) You can config-
ure the values for any numeric, categorical, text or items field. By changing their values, you can
see the class probabilities changing in real-time. You can also select or disable your input fields,
so they will be treated as missing values. If you configured your model to deactivate the Missing
numetics option, you will not be able to disable your numeric fields. (See Subsection 4.4.5.)

Ohttps://blog.bigml.com/2016/09/26/predicting-airbnb-prices-with-logistic-regression/
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Figure 4.65: Configure the values for other input fields

Moreover, the chart includes a reset option for your input fields values, and an export option to download
your chart in PNG format explained below:

+ After selecting the fields for the axis or configuring the input fields values, you can set them again
to the default view by clicking the reset icon highlighted in Figure 4.66.

U = S o s | ol
Y | age - 025000 ¢ %3 j
bad Probability
h 4
[
50.1% 75.19 |\l
bad — 72.89%
good - 27.11%
All classes L
NPUT FIELDS All fields L(’
checking_status ®
0<=X<200 v
credit_history ™
X | duration v 67.7500 ¢ purpose ®

Figure 4.66: Reset the values for the input fields

* You can also export your chart in PNG format with or without legends. Freeze the view by pressing



Shift from your keyboard and export the chart to get the classes percentages in the legend.
Release the view by pressing Escape .

e = -E2 o B v A ggﬂ
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X | duration v B7.7500 & purpose ®

Figure 4.67: Export chart as image with or without legends

Note: there are some limitations in the number of classes of the objective field and the nhumber
of input fields to visualize your logistic regression in the chart (explained in Subsection 4.8.1).

4.5.2 Coefficient Table

The main goal of the logistic regression algorithm is to learn the coefficients of the logistic function
for each of the dependent variables, i.e., for each of the input fields. A different set of coefficients is
associated with each class of the objective field. See Section 4.2 for a detailed explanation of logistic
regression coefficients interpretation.

BigML allows you to inspect the learned coefficients for each one of the input fields in the coefficient
table. The table columns represent the objective field classes while the table rows represent the input
field variables and the bias (a.k.a. intercept term) of the logistic regression. In the first row you will
always find the Bias coefficients. If your objective field has a high number of classes, you may need
to scroll horizontally to see all of them. You can order the table rows by clicking on any of the columns
labels.
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Figure 4.68: Table view for logistic regression

For numeric fields, there is always one coefficient by field, however categorical, text and items fields have
one coefficient by value (category, term or item). This is due to the required transformations, explained in
Section 4.2, to convert categorical, text, and items fields in numeric fields (each single value is mapped
to a separate variable in the formula). Missing values also get their own coefficients.

» For numeric fields, you always get one coefficient per field. If you train the logistic regression with
Missing numerics, you will find an additional coefficient per field for the missing values. (See
Subsection 4.4.5.)

+ For categorical fields, you have one coefficient per classand an additional one for missing values
per field. (See Subsection 4.4.10.) Note: if you configure the field with Contrast or Other
coding there will be just one coefficient for that field (see Subsection 4.4.10).

+ For text fields, there is one coefficient per term and an additional one for missing values per field.
+ For items fields, you get one coefficient per item and an additional one for missing values per field.

See an example of coefficients for a categorical field in Figure 4.69 where one single field, “Atmospheric
condition”, yields twelve different variables associated with different coefficients, one per each one of the
field’s classes.



4,000 NOTDEFINED TRUE INJURY SEVERITY [] NO

s = aLes: &
Bias and predictors 4| Type & | Fatal Injury {K) % Incapacitating Injury (&) % Injured, Severity
Bias [ 123 ] 0 0 o
Atmospheric Gondition = Clear [ asc ] 0.32739 -0.7529 -0.85787
Atmospheric Condition = Cloudy [ asc ] 0.24365 -0.69657 -0.57577
Atmospheric Gondition = Snow [ asc ] 0.21401 -0.82362 0.13515
Atmospheric Condition = Rain 0.14261 -1.00879 0.19305
Atmospheric Gondition = Slest, Hail (Freezing Ra... [ asc ] 0.15334 0.2617 -0.26642
Atmospheric Gondition = Fog, Smog, Smoke 0.07901 0.08599 -0.22839
Atmaspheric Gondition = Blowing Snow [ asc ] 0.0776 137713 -0.11355
Atmospheric Condition = Severe Crosswinds -0.01984 0.52796 -0.01327
Atmospheric Gondition = Not Reported [ asc ] 0.00427 -0.726 -0.02405
Atmospheric Gondition = Unknown 0.03207 -0.06046 -0.00356
Atmospheric Gondition = Other [ asc ] 0.00516 -0.28787 -0.00481
Atmospheric Condition = Blowing Sand, Soil, Dirt 0.00098 -0.00298 -0.00021

Figure 4.69: Multiple field variables for categorical one-hot encoded fields

Coefficients for missing values are always found at the end of the table. (See Figure 4.70.) For fields
without missing values in the original dataset, those coefficients should be zero (see Subsection 4.2.2.)
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Figure 4.70: Missing numeric coefficients at the end of logistic regression table

Additional options for the table include a filtering option and an export option:

* You can filter the table first column by field name, class, term or item using the search box at the
top of the table (see Figure 4.71.)
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Figure 4.71: Search and filter logistic regression table

* You can also export the table in a CSV file by clicking on the icon highlighted in Figure 4.72.
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Figure 4.72: Export table in CSV file

Note: there are some limitations in the number of classes of the objective field and the number
of input fields to visualize your logistic regression in the coefficient table (explained in Subsec-
tion 4.8.1).

4.5.2.1 Coefficient Table with Stats Computation

When stats are enabled, BigML displays them in the coefficient table. See a detailed explanation of how
to include the stats in your model in Subsection 4.4.7.

In the resulting coefficient table you will find three new elements: a new row at the top of the table
containing the likelihood ratio, an icon per coefficient indicating its significance and a summary of
the stats per coefficient. You can find a detailed explanation below:

» The likelihood ratio tests if the coefficients as a whole have any predictive power. It is the differ-
ence in the log likelihood between the fitted model and an intercept-only model. You will find it in
the first row of the table. (See Figure 4.73.)
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Figure 4.73: Likelihood ratio

If this difference is significant, i.e., the p-value is lower than the significance level, then the co-
efficients as a whole have more predictive power than an intercept-only model. The icon shown
in Figure 4.74 indicates if the likelihood ratio is significant or not given the selected significance

level.
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Figure 4.74: Significant likelihood ratio

You can select your preferred significance level by using the selector shown in Figure 4.75.



ed = Predictions « Ta

LU BREPPP transport dataset - sample (80.00%)'s logistic ... ® G =@ O
3,038 NOT DEFINED TRUE ED DISCRETIZED YES YES

il = w01 | | op g

Bias and predictors & Type ¢ 12years 001 $
0.05 e EEm————

Likelihood ratio @ 378.3990¢ VA )8 O |8
Bias [ 123 ] -0.58822 FAES Ub8822 = No
female = 1 ABC -0.19085 Ay 0.19065 Ay
female = 0 0 0
race = white ABC 0.70347 FAY -0.70347 FAY
race = black @ 0 o

Figure 4.75: Select significance level

You can see the p-value associated to the likelihood ratio by mousing over the sigma icon. (See
Figure 4.76.)
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Figure 4.76: Likelihood ratio p-value

» Next to each coefficient you will find one icon indicating if it is significant (see Figure 4.77) or
non-significant (see Figure 4.78).



Figure 4.77: Significant icon
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Figure 4.78: Non-significant icon

The significance of a coefficient is determined by comparing the p-value against the significance
level selected in the top menu (see Figure 4.75). If the p-value is higher than the significance
level, the coefficient will be non-significant. If the p-value is lower than the significance level, the
coefficient will be significant. A good practice is to retrain the logistic regression removing the non-
significant coefficients. However, in most cases, the model performance should not be affected.
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Figure 4.79: Significance icons for coefficient estimates

» Next to each icon indicating the significance of a coefficient, you will find a o symbol. If you mouse
over it, a tooltip will display a summary of the stats for that coefficient. (See Figure 4.80.) First,
you will find the p-value from the Wald test''. As mentioned in the previous point, this p-value is
compared against the selected significance level to determine the coefficient’s significance. Then,
associated with the Z score chart, you will find the Z score value, the confidence interval for a
95% confidence and the standard error, or variance, of the coefficient estimate.

"https://en.wikipedia. org/wiki/Wald_test
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Figure 4.80: Summary of stats per coefficient

Note: remember that your categorical fields will automatically be configured with dummy coding
when stats are enabled to avoid multicollinearity and the dummy class selected will be the first
one in alphabetical order. Learn more about field codings and stats configuration in Subsec-
tion 4.4.10 and Subsection 4.4.7 respectively.

You can download all the stats information by clicking in the download CSV icon in the top menu to the
right. (See Subsection 4.7.1.)

4.6 Logistic Regression Predictions

4.6.1 Introduction

The ultimate goal in building a logistic regression is being able to make predictions with it. In BigML, you
can make predictions for single instances or for many instances in batch. Each prediction comes with
a measure indicating the probability of the predicted class, a percentage ranging from 0% up to 100%.
For each prediction, BigML also provides the probabilities for the rest of classes in the objective field.

The predictions tab in the main menu of the BigML Dashboard is where all your saved predictions are
listed. (See Figure 4.81.) You can search your predictions by name clicking on the search option on
the top menu. In the predictions list view, you can see, for each prediction, the logistic regression icon
used for the prediction, the Name of the prediction, the Objective (objective field name), the Prediction
(the prediction result), and the Age (time since the prediction was created).

Sources Datasets Supervised ¥ Unsupervised ¥ Tasks WhizzML ~
r—
= Predictions i a
58 Name % Objective % Prediction s g &
Show | 10 a predictions No predictions found

Figure 4.81: Predictions list view



When you first create an account at BigML, or every time that you start a new project, your list of
predictions will be empty. (See Figure 4.82.)

Sources Datasets Supervised * Unsupervised = Tasks WhizzML =
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Figure 4.82: Empty predictions list view

Logistic regression predictions are saved under the CLASSIFICATION & REGRESSION option in the menu
(see Figure 4.83.)
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Figure 4.83: Menu options of the predictions list view

Select the list for your single instances predictions or your batch predictions by clicking on the corre-
sponding icons. (See Figure 4.84 and Figure 4.85.)

Figure 4.84: Single predictions icon

=

Figure 4.85: Batch predictions icon

4.6.2 Creating Logistic Regression Predictions

BigML provides two options to predict with your logistic regressions explained in the following subsec-
tions:

* PREDICT: to predict one single instance
* BATCH PREDICTION to predict multiple instances in batch.



4.6.2.1 Predict

BigML allows you to quickly make predictions for single instances by providing a form containing the
input fields used by the logistic regression, so you can easily set the values and get an immediate
response.

Follow these steps to create a single prediction:
1. Click PREDICT in the logistic regression 1-click action menu. (See Figure 4.86.)
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Figure 4.86: Predict using the 1-click action menu

Alternatively, click PREDICT in the pop up menu in the list view. (See Figure 4.87.)
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Figure 4.87: Predict using the pop up menu

2. You will be redirected to the prediction form where you will find all the fields used by the logistic
regression as input fields. (See Figure 4.88.)
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Figure 4.88: Logistic regression prediction form

3. Select the fields to be used for your prediction (Figure 4.89.) Non-selected fields will be consid-
ered as missing values during the prediction.
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Figure 4.89: Logistic regression predictions form

If your logistic regression was not trained with Missing numerics (see Subsection 4.4.5) you won’t
be able to disable your numeric fields for the prediction and a warning message will appear instead:
“This field cannot be disabled because your model has been trained without missing numerics”.

. Set input values for your selected fields. BigML supports numeric, categorical, text and items
fields as inputs.

. Get the prediction at the top of the view along with the predicted class probability. (See Fig-
ure 4.90.) BigML predictions are synchronous, i.e., when you send the input data, you get an im-
mediate response. Moreover, single predictions from the BigML Dashboard are performed locally,
S0 unless you save your prediction, it will not consume any credits and it will be updated instantly
when you change your input values. Learn more about local predictions in Subsection 4.6.4.1.1.
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Figure 4.90: Get the logistic regression prediction

. Below the prediction you can see a histogram view containing the rest of your class probabilities
(Figure 4.91). You can download all the probabilities in PNG format, in CSV or JSON file by clicking
on the corresponding icons. (See Subsection 4.6.4.1.)
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Figure 4.91: All classes probabilities distribution

7. Optionally, you can Save the logistic regression prediction, so you will find it afterwards in the
predictions list view. (See Figure 4.92.)
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Figure 4.92: Save your logistic regression predictions

Note: this option is only available from the BigML Dashboard for logistic regressions with less
than 100 fields. If you want to perform single instance predictions for a higher number of fields,
use the BigML API'2,

4.6.2.1.1 Logistic Regression Prediction with Images

BigML logistic regressions can be trained from images using extracted image features (Subsection 4.2.3).
Because image features are automatically generated numeric fields, creating logistic regression predic-
tions with images is the same as creating other logistic regressions. The only thing different is input
fields of images.

Note: When the input fields contain images, in order to create the single prediction, BigML will
extract image features automatically to match what were used in the dataset to train the logistic
regression.

2https: //bigml.com/api/predictions
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Figure 4.93: Select a single image source in the image input field

The logistic regression in Figure 4.93, “grape-strawberry resnet18”, was created from a dataset con-
taining image features extracted from a pre-trained CNN, ResNet-18. Creating a prediction using the
logistic regression will be directed to the prediction form which presents all input fields used by the
logistic regression. One of them is the image field. Because this is a single prediction, an image is input
by using a single image source. Clicking on the input field box, single image sources available will be in
the dropdown list. There is also a search box which can be used to locate specific ones.
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Figure 4.94: List the components of a composite source

Oftentimes single image sources were used for creating a composite source, they become component
sources of the composite source. Or an image was uploaded as a part of an archive file (zip/tar) which
created a composite source. In those cases, the composite source will be shown in the dropdown
list, along with an icon “List components”. In the example in Figure 4.94, predict-images.zip is a
composite source, click on the icon to show its component sources.



. Predict using grape-strawberry resnet18 (/]

S label: 7 ? ®

| Select a positive class 4 Probability threshold: 50%
Allinput fields: [¥
image _id ®
| Selectimage « LB

- =-=-I predict-images.zip

| Q|

haladetl =W 1550155069.peg
grape-s @ Predict
1659.jpg
open, image, 2 fields (1 path, 1 image)

g
open, image, 2 fields (1 path, 1 image)

Figure 4.95: Select a component of a composite source

After the component sources of the composite are listed, scroll the dropdown list to find the desired one,
then click to select it, as shown in Figure 4.95. There is also a search box to locate specific component
sources.
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Figure 4.96: Logistic regression image prediction form, more fields

In addition to images, logistic regressions may use other fields, which will be in the prediction form too.
As shown in Figure 4.96, all the fields can be selected, and their input values be set by dragging the
knobs on the sliders or by entering precise values in their input boxes.

Once all fields are selected, click on the green button Predict to create a prediction.
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Figure 4.97: Logistic regression image single prediction

After a new prediction is created, as shown in Figure 4.97, the predicted class is at the top of the form
along with its probability. The prediction interface is the same as ones created by non-image logistic
regression. Everything described earlier in this section (Subsection 4.6.2.1) applies.

4.6.2.2 Batch Predictions

BigML batch predictions allow you to make simultaneous predictions for multiple instances. All you need
is the logistic regression you want to use to make predictions and a dataset containing the instances you
want to predict. BigML will create a prediction for each instance in the dataset.

Follow these steps to create a batch prediction:

1. Click on BATCH PREDICTION option under the logistic regression 1-click action menu (Figure 4.98)
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Figure 4.98: Create batch prediction using 1-click action menu

Alternatively, click on CREATE BATCH PREDICTION in the pop up menu of the list view (Figure 4.99).



Predictions

Tasks

Seripts ¥

Sources Datasets Logistic Regressions ~ Clusters Anomalies Associations

Logistic Regressions

il Name &

Il?‘ Loan risk data dataset | Training (80%)'s logistic regression @

Diabetis diagnosis ¢ PREDICT
=
_
2012 POTUS Winnei
EE" evaLuate
Arrythmia diagnosig Jis VIEW DETAILS

; { *  DELETE LOGISTIC REGRESSION
US Car Accidents di ==
l'; MOVE TO...

Loan risk data datasecp rranmny ousop swgsuc regression

Show | 10 \:-_:_\is"crc;-t'ssiars toBof B

Figure 4.99: Create batch prediction using pop up menu
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2. Select the dataset containing all the instances you want to predict. The instances should contain
the input values for the fields used by the logistic regression as input fields. From this view you can
also select another logistic regression from the selector or even a model or ensemble by clicking
on the icons on the top left menu. (See Figure 4.100.)
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Figure 4.100: Select dataset for batch prediction

3. After the logistic regression and the dataset are selected, the batch prediction configuration op-
tions will appear along with a preview of the prediction output (a CSV file). (See Figure 4.101.)
The default output format includes all your prediction dataset fields and adds an extra column with
the class predicted. See Subsection 4.6.3 ofr a detailed explanation of all configuration options.
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Figure 4.101: Configuration options for logistic regression batch prediction

By default, BigML generates an output dataset with your batch predictions that you can later find
in your datasets section in the BigML Dashboard. This option is active by default but you can
deactivate it by clicking on the icon shown in Figure 4.102.
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Figure 4.102: Create a dataset from batch prediction

5. After you configure your batch prediction, click on the green button Predict to generate your batch
prediction. (See Figure 4.103.)
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Figure 4.103: Create batch prediction

6. When the batch prediction is created, you will be able to download the CSV file containing all
your dataset instances along with a prediction for each one of them. (See Figure 4.104.)
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Figure 4.104: Download batch prediction CSV file

7. If you didn’t disable the option to create a dataset explained in step 4, you will also be able to
access the output dataset from the batch prediction view. (See Figure 4.105.)
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Figure 4.105: Batch prediction output dataset

4.6.2.2.1 Batch Prediction with Images

BigML logistic regression can be trained from images using extracted image features (Subsection 4.2.3).
The input of a batch prediction is a dataset. So when creating a batch prediction with images, the dataset
has to have the same image features used to train the logsitic regression. The image features are in the
dataset used to create the logistic regression.
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Figure 4.106: Batch prediction using an image dataset

As shown in Figure 4.106, the input for the logistic regression batch prediction is selected as predict-images
resnet18, which is a dataset consisting of six images and contains image features extracted from a pre-
trained CNN, ResNet-18.

Image features are configured at the source level. For more information about the image features and
how to configure them, please refer to section Image Analysis of the Sources with the BigML Dash-
board'3[11].

Bhttps://static. bigml.com/pdf/BigML_Sources.pdf
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For the rest of batch predictions with images, including batch prediction configuration options and output
datasets, everything stated earlier in current section (Subsection 4.6.2.2) applies.

4.6.3 Configuring Logistic Regression Predictions

BigML provides several options to configure your predictions such as setting a probability threshold
Subsection 4.6.3.1), default values for your missing numeric values (see Subsection 4.6.3.2), fields
mapping (see Subsection 4.6.3.3), and output file settings (see Subsection 4.6.3.4.)

4.6.3.1 Probability threshold

Probability thresholds usually makes sense when you want to minimize false positives at the cost of
false negatives. The positive class will be predicted if its probability is greater than the given threshold,
otherwise the following class with greater probability will be predicted instead.

To configure a threshold for your predictions follow these steps:

1. Use the selector shown in Figure 4.107 to select the positive class, i.e., the class for which you
want to apply the probability threshold.
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Figure 4.107: Select the positive class for single predictions

2. Then set a threshold value between 0% and 100% using the slider (see Figure 4.108). The positive
class will be predicted if its probability is greater than the given threshold, otherwise the following
class with greater probability will be predicted instead.
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Figure 4.108: Set the probability threshold for single predictions

For batch predictions you can find the same options under the CONFIGURE panel:
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Figure 4.109: Set the probability threshold for batch predictions



4.6.3.2 Default Numeric Value

If the dataset used to make the batch prediction contains instances with missing values for the numeric
fields, the prediction will not be computed for them, unless you built the logistic regression enabling the
Missing numerics parameter (see Subsection 4.4.5).

By using the Default numeric value before creating your batch prediction, you can easily replace all
the missing numeric values by the field’s Mean, Median, Maximum, Minimum or by Zero. (See Fig-
ure 4.110.)
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Figure 4.110: Configure Default numeric value for batch prediction

4.6.3.3 Fields Mapping

You can specify which input fields of the logistic regression match with the fields in the dataset contaning
the instances you want to predict. BigML automatically matches fields by name, but you can also set an
automatic match by field ID by clicking on the green switcher. Additionally, you can manually search for
fields or remove them from the Dataset fields column if you do not want them to be considered during
the batch prediction. (See Figure 4.111.)
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Figure 4.111: Configure the fields mapping for batch prediction

Note: Fields mapping from the BigML Dashboard is limited to 200 fields. For batch predictions
with a higher number of fields, map your fields using the BigML API'%,

4.6.3.4 Output Settings

Batch predictions return a CSV file containing all your instances and the final predictions. Tune the
following settings to customize your prediction file (see Figure 4.112):

+ Separator: this option allows you to choose the best separator for your output file columns. The
default separator is the comma. You can also select the semicolon, the tab, or the space.

* New line: this option allows you to set the new line character to use as the line break in the
generated csv file: “LF”, “CRLF”.

» Output fields: by clicking on the list icon next to the separator selector, you can include or exclude
all your dataset fields from your output file. You can also individually select the fields you want to
include or exclude using the multiple output fields selector. Note: a maximum of 100 fields can
be displayed in this selector, but all your dataset fields will be included in the output file by
default unless you exclude them.

* Headers: this option includes or excludes a first row in the output file (and in the output dataset)
with the names of each column (input field names, prediction column name, probability column
name, etc.). By default, BigML includes the headers.

* Prediction column name: customize the name for your predictions column. By default, BigML
takes the name of the logistic regression’s objective field.

+ Probability: this option allows you to include an additional column with the probability for the
predicted class. By default it is not included in your ouput file.

* Probability column name: customize the name for the probability column if you include it in the
output file. BigML sets “probability” as the default name.

“https: //bigml.com/api/batchpredictions#bp_batch_prediction_arguments


https://bigml.com/api/batchpredictions#bp_batch_prediction_arguments
https://bigml.com/api/batchpredictions#bp_batch_prediction_arguments

+ All class probabilities: this includes all the probabilities of the objective field classes per instance.
This option will add »n extra columns, one by class in the objective field.

2
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Figure 4.112: Logistic regression output settings for batch predictions

4.6.4 \Visualizing Logistic Regression Predictions

Logistic regression predictions visualization changes depending on if you are predicting one single
instance (Subsection 4.6.4.1), or you are predicting multiple instances using the batch predictions
option (Subsection 4.6.4.2).

4.6.4.1 Single Predictions

For single predictions, find the predicted class given the input fields values at the top of the form along
with its probability. (See Figure 4.113.)
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Figure 4.113: Logistic regression single prediction

Below the prediction, there’s a histogram representing the rest of the objective field class probabilities.
All the class probabilities must sum 100%. Show or hide this view by clicking on the icon highlighted in
Figure 4.114.
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Figure 4.114: Logistic regression all class probabilities

You can see up to seven different classes at the same time; if you have more than seven classes, you
will see that some arrow icons appear next to the histogram so you can see the rest of classes.

Export this view in PNG format, in a CSV file, or in a JSON file by clicking on the corresponding icons.
(See Figure 4.115.)
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Figure 4.115: Logistic regression export all class probabilities histogram

Set a probability threshold for a selected positive class to minimize false negatives at the cost of
false positives. If the probability for the positive class is greater than the established threshold, then
the positive class will be predicted. Otherwise, the next class with higher probability will be predicted
instead.
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Figure 4.116: Logistic regression probability threshold

4.6.4.1.1 Local Predictions

Local predictions are provided for single instances from the BigML Dashboard which are performed
faster at no cost. Local predictions allow you to get a real-time prediction without consuming any cred-
its or requiring any internet connection. This is possible because the logistic regression is saved in-
memory, so when the input values change, BigML is able to compute predictions in microseconds.

4.6.4.1.2 Prediction explanation

Prediction explanation helps understand why a logistic regression makes a certain prediction. This is
very useful in many applications, and the reasons behind a prediction are often as important as the
prediction itself.

BigML prediction explanation is based on Shapley values. For more information, please refer to this
research paper: A Unified Approach to Interpreting Model Predictions [3].

For any logistic regression, you can request the explanation for the prediction by clicking the prediction explanation
icon and then click Save (see Figure 4.117).
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Figure 4.117: Explain prediction

The prediction explanation represents the most important factors considered by the logistic regression
in a prediction given the input values. Each input value will yield an associated importance, as you can
see Figure 4.118. The importances across all input fields should sum 100%.
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Figure 4.118: Input field importances

For some input fields you will see a “+” icon next to the importance. This is because the importance may
not be only directly associated with the input value, i.e., it can also be explained by other reasons. In
the Figure 4.119 below, the importance of 28.81% for the field “Class/Dept” is not only explained by this
field being equal to “1st Class”. Rather, it is because this field value is not “3rd Class” (which accounts
for the majority of importance, 23.98%) and, then because it is “1st Class” (4.83% of importance).
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Figure 4.119: See the detailed explanation

The prediction explanation for logistic regressions is calculated using the results of over a thousand
distinct predictions using random perturbations of the input data. For this reason, the calculation of the
explanation may take some time to be computed.

4.6.4.2 Batch Prediction

After creating your batch prediction, you get a CSV file and, optionally, an output dataset. Both outputs
are explained in the following subsections.

4.6.4.2.1 Output CSV file

The batch prediction generates a CSV file containing your predictions for each of your dataset instances
in the last column. (See Figure 4.120.)
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Figure 4.120: Download batch prediction CSV file

You can configure several options to customize your CSV file. You can find a detailed explanation of
those options in Subsection 4.6.3.4.

See an output CSV file example in Figure 4.121. The column class in this example contains the final
prediction (it is named by default as your logistic regression’s objective field). In this case we are pre-
dicting whether a person is a good or a bad candidate for holding a credit. This file has been configured
to contain also the probability for each prediction.



duration,age,amount,purpose,class,probability
24,26,5433,used car,good,0.88785
36,42,8086,new car,bad,0.55526
24,28,1376,radio/tv,good,0.8385
48,31,6758,radio/tv,bad,0.73576
26,30,7966,used car,good,0.7201
12,42,2677,furniture/equipment,good,0.67644
36,30,4455,business,good, 0.52227

18,32,1442 ,new car,bad,0.75488

9,22,276,new car,good,0.57819

Figure 4.121: An example of a logistic regression batch prediction CSV file

4.6.4.2.2 Output Dataset

By default BigML automatically creates a dataset out of your batch prediction. You can disable this
option by configuring your batch prediction. (See Subsection 4.6.3.4.) You will find the output dataset in

your batch prediction view as shown in Figure 4.122.
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Figure 4.122: Batch prediction output dataset

In the output dataset, you can find an additional field (named by default as your logistic regression’s
objective field) containing the class predicted for each one of your instances. If you configured your
batch prediction to include the prediction probabilities and all class probabilites you will be able to

find them in the last fields of your output dataset. (See Figure 4.123.)
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Figure 4.123: Logistic regression batch prediction output dataset

4.6.5 Consuming Logistic Regression Predictions

You can fully used single and batch predictions via the BigML API and bindings. The following subsec-
tions explain both tools.

4.6.5.1 Using Logistic Regression Predictions via the BigML API

Logistic regression predictions have full citizenship in the BigML API which allows you to programmati-
cally create, configure, retrieve, list, update, and delete single and batch predictions.

In the example below, see how to create a single prediction using a logistic regression and defining the
input data once you have properly set the BIGML_AUTH environment variable to contain your authentica-
tion credentials:

curl "https://bigml.io/prediction?$BIGML_AUTH" \
-X POST \
-H 'content-type: application/json' \
-d '{"logisticregression": "logisticregression/50650bdf3c19201b64000020",
"input_data": {"000001": 3, "000002":4.5, "000003":5}}}'

For more information on using logistic regressions through the BigML API, please refer to the documen-
tation®.

4.6.5.2 Using Logistic Regression Predictions via BigML Bindings

You can also create, configure, retrieve, list, update, and delete single and batch predictions via BigML
bindings which are libraries aimed to make it easier to use the BigML API from your language of choice.
BigML offers bindings in multiple languages including Python, Node.js, Java, Swift and Objective-C. See
below an example to create a logistic regression with the Python bindings.

Shttps://bigml.com/api/logisticregressions
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from bigml.api import BigML

api = BigML()

prediction = api.create_prediction(
"logisticregression/50650bdf3c19201b64000020",
{"credit_amount": 5, "duration": 2.5})

For more information on BigML bindings, please refer to the bindings page '°.

4.6.6 Descriptive Information

Each logistic regression prediction has an associated name, description, category, and tags. You
can find a brief description of each concept in the following subsections. The MORE INFO menu option
displays a panel that provides editing options. (See Figure 4.124.)
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Figure 4.124: Logistic regression prediction descriptive information

4.6.6.1 Name

If you do not specify a name for your predictions, BigML assigns a default name depending on the type
of predictions:

+ Single predictions: the name always follows the structure “Prediction for <objective field name>”.

» Batch predictions: BigML combines your prediction dataset name and the logistic regression
name: “Batch prediction of <logistic regression name> with <dataset name>”.

Predictions names are displayed on the list and also on the top bar of a prediction view. Predictions
names are indexed to be used in searches. Rename your predictions any time from the MORE INFO
menu.

The name of a prediction cannot be longer than 256 characters. More than one prediction can have the
same name even within the same project, but they will always have different identifiers.

4.6.6.2 Description

Each prediction also has a description that it is very useful for documenting your Machine Learning
projects. Predictions take their description from the logistic regression used to create them.

Bhttps://bigml.com/tools/bindings
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Descriptions can be written using plain text and also markdown'”. BigML provides a simple markdown
editor that accepts a subset of markdown syntax. (See Figure 4.125.)

Edit description

You can add formatting and links using a simple markdown language:
Bi=e

description** here

Description:

Write your description here

Cancel Update

Figure 4.125: Markdown editor for logistic regression descriptions

Descriptions cannot be longer than 8192 characters.

4.6.6.3 Category

A category taken from the logistic regression used to create it is associated with each prediction. Cat-
egories are useful to classify predictions according to the domain which your data comes from. This is
useful when you use BigML to solve problems across industries or multiple customers.

A prediction category must be one of the categories listed on table Table 4.5.

4.6.6.4 Tags

A prediction can also have a number of tags associated with it. These tags help to retrieve the prediction
via the BigML API or to provide predictions with some extra information. Your prediction inherits the tags
from the logistic regression used to create it. Each tag is limited to a maximum of 128 characters. Each
prediction can have up to 32 different tags.

4.6.7 Logistic Regression Predictions Privacy

The link displayed in the Privacy panel is the private URL of your prediction, so only a user logged into
your account is able to see it. Neither single predictions nor batch predictions can be shared by using a
secret link. (See Figure 4.126.)

17https://en.wikipedia.org/wiki/Markdown
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Figure 4.126: Logistic regression predictions privacy

4.6.8 Moving Logistic Regression Predictions to Another Project

When you create a prediction, it will be assigned to the same project where the original logistic regres-
sion is located. You cannot move predictions between projects as you do with other resources.

4.6.9 Stopping Logistic Regression Predictions

Single predictions are synchronous resources, so you cannot cancel them during the creation since
you get the result immediately.

Bycontrast, batch predictions are asynchronous resources, so you can stop their creation before the
task is finished. Use the DELETE BATCH PREDICTION option from the 1-click action menu (Figure 4.127)
or from the pop up menu on the list view.

Sources Datasets Logistic Regressions ¥  Clusters  Anomalies  Associations Tasks Seripts ¥

iy S| eece Batch Prediction of Arrythmia di... .

ig DELETE BATCH PREDICTION

Figure 4.127: Stop logistic regression batch prediction from 1-click action menu

A modal window will be displayed asking you for confirmation. If you stop the prediction during its
creation you won'’t be able to resume the same task again, so if you want to create the same prediction
you will have to start a new task.



Are you sure you want to delete this prediction?

If you delete this prediction, you will no longer have access to its data and you will need to
recreate it.

e

Figure 4.128: Logistic regression delete prediction confirmation

4.6.10 Deleting Logistic Regression Predictions

You can DELETE your single or batch predictions from the predictions view, using the 1-click action
menu (see Figure 4.129) or using the pop up menu on the predictions list view (see Figure 4.130).
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Figure 4.129: Logistic regression delete prediction from 1-click menu
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Figure 4.130: Logistic regression delete prediction from pop up menu



A modal window will be displayed asking you for confirmation. Once a prediction is deleted, it is perma-
nently deleted, and there is no way you (or even the IT folks at BigML) can retrieve it.

Are you sure you want to delete this prediction?

If you delete this prediction, you will no longer have access to its data and you will need to
recreate it.

carn

Figure 4.131: Logistic regression delete prediction confirmation

4.7 Consuming Logistic Regressions

Similarly to other models in BigML, logistic regressions are white-boxed models, so you can download
them and used them locally to make predictions. You can also create and consume your logistic regres-
sions programmatically via the BigML API and bindings. The following subsections explain those three
options.

4.7.1 Downloading Logistic Regressions

You can download your logistic regression in several programming languages including JSON PML,
Python or Node.js. By downloading your logistic regression you will be able to compute predictions
locally, free of latency and at no cost. Click on the download icon in the top menu (see Figure 4.132),
and select your preferred option (see Figure 4.133.)

Sources Datasets Logistic Regressions ~ Clusters Anomalies Associations Predictions Tasks Scripts ¥
' ¢ P, eees Loan risk data dataset's logistic regression @® G 0
1,000 NOT DEFINED TRUE CLASS 0 FALSE
e — ~
T = c

Figure 4.132: Click download icon



Actionable Logistic Regression Download

Complete actionable logistic regression:

JSON PML * .|

JSON PML

Mode.js

Close

Figure 4.133: Select language to download logistic regression

4.7.2 Using Logistic Regressions Via the BigML API

Logistic regression have full citizenship in the BigML API which allows you to programmatically create,
configure, retrieve, list, update, delete, and use them for predictions.

In the below example, see how to create a logistic regression using an existing dataset once you have
properly set the BIGML_AUTH environment variable to contain your authentication credentials:

curl "https://bigml.io/logisticregression?\$BIGML_AUTH" \
-X POST \
-H 'content-type: application/json' \
-d '{"dataset": "dataset/50650bdf3c19201b64000020"}"

For more information on using logistic regressions through the BigML API, please refer to the documen-
tation @,

4.7.3 Using Logistic Regressions Via the BigML Bindings

You can also create and use logistic regressions via BigML bindings which are libraries aimed to
make it easier to use the BigML API from your language of choice. BigML offers bindings in multiple
languages including Python, Node.js, Java, Swift and Objective-C. See below an example to create a
logistic regression with the Python bindings.

from bigml.api import BigML

api = BigML()

logisticrregression = api.create_logistic_regression(
'dataset/57506c472275c1666b004b10', {"objective_field":"churn"})

Bhttps://bigml.com/api/logisticregressions
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For more information on BigML bindings, please refer to the bindings page '°.

4.8 Logistic Regression Limits

There are some limits that apply for the creation of any BigML resource. These are limits based on the
number of classes, terms and items that can be considered to create your models. This is explained in
Subsection 4.8.0.1.

Additionally, some specific limits apply for your logistic regressions visualization, i.e. to the logistic
regression chart and the coefficient table views, depending on the number of classes in the objective
field and the number of input fields in your dataset. See Subsection 4.8.2 and Subsection 4.8.1 for a
detailed explanation.

Note: chart limits and coefficient table limits just affect to the visualization of the model, i.e.,
despite your dataset reach those limits, you can still creating the logistic regression, evaluating
it and using it to make predictions.

4.8.0.1 Field Limits

Logistic regression, similarly to other BigML models, has the following limitations according to the type
of field:

+ Classes: a maximum number of 1,000 distinct classes per field is allowed.

» Terms: BigML can handle up to 1,000 terms in total. If multiple text fields are defined, then the
token limit per field is evenly divided by the number of text fields evenly, e.g., a dataset with two
text fields would result in 500 terms per text field. BigML selects those terms with most significant
frequency, discarding both those that appear either too often or too infrequently. A maximum of
256 characters per term is allowed.

+ Items: a maximum number of 10,000 distinct items per field is allowed.

4.8.1 Chart Limits
There are some circumstances under which your chart cannot be displayed:

* As the chart only supports numeric fields for the x-axis, if your logistic regression only contains
categorical, text, or items fields, the chart cannot be displayed. The view displayed by default will
be the coeffcient table. When you try to click on the chart icon you will see a warning message.
(See Figure 4.134.)

Sources  Datasets LS PRI ERY Clusters  Anomalies  Associations  Predictions  Tasks Scripts ¥

B R . eeee Loan risk data dataset extended's logistic regr... q} &b. @

NOT DEFINED TRUE 30CLASSES o FALSE
Bias and predictors & Type < 10.80 <= duration < 13.07 < 13.07 <=duration < 15.33 < 15.33 <=duration < 17.80
Bias [ 123 ) 0 0 0
checking_status = no checking [ asc_ ] -0.18379 -0.03752 058011

Figure 4.134: Warning message when the logistic regression does not have any
numeric field

"https://bigml.com/tools/bindings
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« If your logistic regression contains more than 100 fields the chart cannot be displayed and again
the default view will be the table view. When you try to click on the chart icon, you will see the
warning message shown in Figure 4.135.

Sources  Datasets IDETE RIS ERY  Clusters  Anomalies  Associations  Predictions  Tasks Scripts ¥

£ F 8P, eeee Arrythmia diagnosis dataset's logistic regressi... & G- ®

um numbel NOT DEFINED TRUE ARRHYTHMIA o FALSE

(100)

e

S P= &
Bias and predictors & Type £ Atrial Fibrillation or Flutter £ Ischemic changes {Coronary Artery Dige  Left bundle branch
Bias [ 123 ] 0 0 0
Age [ 123 ] 0.00683 0.15744 -0.0036
Gender= Female ABC 0.00158 -0.09933 0.00017
Gender= Male [ asc ] -0.00145 0.09504 -0.00042

Figure 4.135: Warning message when the logistic regression has more than 100
fields

« If your logistic regression contains more than 200 categories in the objective field, neither the
chart nor the table can be displayed and you will see the warning message shown in Figure 4.136.
You can still see your coefficients by downloading the CSV file.

Sources Datasets Logistic Regressions ~ Clusters Anomalies Assaociations Predictions Tasks Scripts *
£ W . eees Loan risk datasets's logistic regression QJ &%b. ©®
DETAILS (]
INFO (]
PRIVACY (]
6683 NOT DEFINED TRUE STORE 0 FALSE
S I= s

Figure 4.136: Warning message when the objective field has more than 200 classes

4.8.2 Coefficient Table Limits

If your logistic regression contains more than 1,000 fields and/or more than 200 categories in the
objective field, the table cannot be displayed. You will need to download the CSV if you want to see
your logistic regression coefficients. You will get the message shown in Figure 4.137:



Sources Datasets Logistic Regressions ~ Clusters Anomalies Associations Predictions Tasks Scripts «

£ W G, eees Loan risk datasets's logistic regression Q, &. @
DETAILS @
INFO @
PRIVACY ®
6,688 NOT DEFINED TRUE STORE o FALSE
IL == @

Your model

Figure 4.137: Warning message when the table limits are reached

4.9 Descriptive Information

Each logistic regression has an associated name, description, category, and tags. The following
subsections provide a brief description for each concept. In Figure 4.138, you can see the options the
MORE INFO menu provides to edit them.

Datasets Logistic Regressions ~ Clusters Anomalies Associations Predictions Tasks

E JF | §R. ecee Loan risk data dataset extended's logistic regr... QJ & @
DETAILS @
INFO @

Name: Category:
Loan risk data dataset extended's logistic regression 4 Miscellansous v
Description: Tags:
rd #
PRIVACY ®

Figure 4.138: Edit logistic regression descriptive information

4.9.1 Logistic Regression Name

Each logistic regression has a name that is displayed in the logistic regression list view and also on the
top bar of the logistic regression view. Logistic regression’s names are indexed to be used in searches.
When you create a logistic regression, it gets a default name. Change it using the MORE INFO menu
option on the right corner of the logistic regression view. The name of a logistic regression cannot be
longer than 256 characters. More than one logistic regression can have the same name even within the



same project, but they will always have different identifiers.

4.9.2 Description

Each logistic regression also has a description that it is very useful for documenting your Machine
Learning projects. Logistic regressions take the description of the datasets used to create them by
default.

Descriptions can be written using plain text and also markdown®°. BigML provides a simple markdown
editor that accepts a subset of markdown syntax. (See Figure 4.139.)

Edit description

‘You can add formatting and links using a simple markdown language:
Bl=e

description** here

Description:

Write your description here

Cancel Update

Figure 4.139: Markdown editor for logistic regression descriptions

Descriptions cannot be longer than 8192 characters and can use almost any character.

4.9.3 Category

A category, taken from the dataset used to create it, is associated with each logistic regression. Cate-
gories are useful to classify logistic regressions according to the domain which your data comes from.
This is useful when you use BigML to solve problems across industries or multiple customers.

A logistic regression category must be one of the 24 categories listed on Table 4.5.

20https://en.wikipedia.org/wiki/Markdown
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494 Tags

A logistic regression can also have a number of tags associated with it that can help to retrieve it via the
BigML API or to provide logistic regressions with some extra information. A logistic regression inherits
the tags from the dataset used to create it. Each tag is limited to a maximum of 128 characters. Each

Table 4.5: Categories used to classify logistic regression by BigML

Category

Aerospace and Defense

Automotive, Engineering and Manufacturing

Banking and Finance

Chemical and Pharmaceutical

Consumer and Retalil

Demographics and Surveys

Energy, Oil and Gas

Fraud and Crime

Healthcare

Higher Education and Scientific Research

Human Resources and Psychology

Insurance

Law and Order

Media, Marketing and Advertising

Miscellaneous

Physical, Earth and Life Sciences

Professional Services

Public Sector and Nonprofit

Sports and Games

Technology and Communications

Transportation and Logistics

Travel and Leisure

Uncategorized

Utilities

logistic regression can have up to 32 different tags.

4.9.5 Counters

For each logistic regression, BigML also stores a number of counters to track the number of other re-
sources that have been created using the logistic regression as a starting point. In the logistic regression
view, you can see a menu option that displays counters for evaluations, single and batch predictions,
and the fusions created. It also allows you to quickly jump to all the resources of one type. (See Fig-

ure 4.140.)

Sources

537

Datasets

Supervised ~

VIEW 1 BATCH PREDICTION FROM THIS LOGI...

Unsupervised = Predictions = Tasks

Diabetes diagnosis dataset | Training (70%)'s I...

® o

WhizzML +

=¥,

0

DIABETES

| VIEW 1 EVALUATION FROM THIS LOGISTIC RE

) f 1
c\z VIEW 1 FUSION THAT INCLUDES THIS LOGISTI

Figure 4.140: Counters for logistic regressions

NO



4.10 Logistic Regression Privacy

Privacy options for a logistic regression can be defined in the More Info panel, displayed in Figure 4.141.
There are two levels of privacy for BigML logistic regressions:
+ Private: only accessible by authorized users (the owner and those who have been granted access
by him or her).
» Shared: accessible by any user with whom the owner shares the secret link.

Sources Datasets Logistic Regressions ~ Clusters Anomalies Associations Predictions Tasks Seripts ¥

S ¢ P, eces Churn in the telecom industry's logistic regress... ®» &b 0@
DETAILS @
INFO (C]
PRIVACY ®

Private link
9 https://strato.dev.bigml.com/dashboard/logisticregression/57189106983efc5432000033
Secret link

L =] [ nhttpsy/strato.dev.bigml.com/shared/logisticregression/qaXfFekivCuuec20YpYerJI9HIj

Figure 4.141: Logistic regression privacy

4.11 Moving Logistic Regressions to Another Project

When you create a logistic regression, it will be assigned to the same project where the original dataset
is located.

Logistic regressions can only be assigned to a single project. However, you can move logistic regres-
sions between projects. The menu option to do this can be found in two places:

1. In the logistic regression list view, click the MOVE TO... option within the 1-click action menu and
select another project or create a new one. (See Figure 4.142.)

Sources Datasets Logistic Regressions ~ Clusters Anomalies Assaciations Predictions Tasks Scripts ¥

E RGP eeee Loan risk data dataset's logistic regression & &b =~ @
| PREDICT |

‘
BATCH PREDICTION
cLass| <—

1,000 NOT DEFINED TRUE iE
| BE" evaLuate |
/™ DELETELOGISTIC REGRESSION @
M NEwPROJECT .'=

Bias and predictors 2
Bias 0

LOGISTIC REGRESSION PROJECT
checking_status = no checking 3119 113119

MY FIRST PROJECT
checking_status = <0 [ asc ] 053202 -0.53202

Figure 4.142: Change project from 1-click action menu

2. In the logistic regression list view, click the MOVE TO... option within the pop up menu and select
another project or create a new one. (See Figure 4.143.)



Datasets Logistic Regressions ~ Clusters Anomalies Associations

Logistic Regressions
il Name $  Objective = ﬁ s ﬁ s <
Il?‘ Loan risk data dataset extended's logistic regression @ 30 classes 45min 160.6 KB
Arrythmia diagnosis PREDICT yotro 18h 52min 209.0KB

CREATE BATCH PREDICTION
Loan risk data datas 30 classes 18h 54min 160.6 KB
Ef" evaLuate

Arrythmia diagnosis L@s VIEW DETAILS inventao 18h 56min 189.1 KB
) ™ DELETELOGISTIC REGRESSION
Loan risk datasets's == S B *51.1KB
l'z | B NEWPROJECT
Arrythmia diagnosis-reunens saaser s ogisus regress:: 30.0 KB
Arrythmia diagnosis_100 fields dataset's logistic regress... LOGISTIC REGRESSION PROJECT 30.0 KB
Arrythmia diagnosis_100 fields dataset's logistic regress... MY FIRST PROJECT 30.0KB

Figure 4.143: Change project from pop up menu

4.12 Stopping Logistic Regressions

You can stop the creation of a logistic regression before the task is finished by clicking the DELETE
LOGISTIC REGRESSION option from the 1-click action menu (see Figure 4.144), or from the pop up

menu in the logistic regression list view (see Figure 4.145).

& It GP. eeoo Arrythmia diagnosis dataset's logistic regressi... &.

Processing dataset || IINNRNIRRIRRIARNARNARNARNINN)

Processing...

Your dataset is being processed and we'll generate a logistic regression scon

Figure 4.144: Stop logistic regression creation from 1-click action menu



Sources  Datasets QREETGEREEEIGERG Clusters  Anomalies  Associations  Predictions  Tasks

Logistic Regressions Q,
Ml hame ¢ Objective : B o+ A ¢ = e %
Iﬁ‘ Arrythmia diagnosis dataset's logistic regression ® Arrhythmia 2min 536.2 KB
Loan risk data datas FREDICT class 1h 53min 135.8 KB

CREATE BATCH PREDICTION
US car accidents da Injury Severity 4h 58min T41.0KB
BE" evaLuatE

Arrythmia diagnosis L@\ VIEW DETAILS Arrhythmia 4h 58min 536.2 KB
Titanic Survival datz .£ Survived 4h 58min T5.3KB
l'; MOVETO...
Diabetis diagnosis daaser swysusregresswon Diabetes 5h3min 27.0KB
Show | 10 logistic regressions 1to 6 of 6 logistic regressions

Figure 4.145: Stop logistic regression creation from pop up menu

A modal window will be displayed asking you for confirmation. If you stop the logistic regression during its
creation you won'’t be able to resume the same task. If you want to create the same logistic regression,
you will have to start a new task.

Are you sure you want to delete this logistic regression?

If you delete this logistic regression, you will no longer have access to it and you will need to
recreate it from your datasets.

o
e

Figure 4.146: Confirmation message to delete a logistic regression

4.13 Deleting Logistic Regressions

You can delete your logistic regressions by clickin in the DELETE LOGISTIC REGRESSION option from the
1-click action menu (see Figure 4.147) or using the pop up menu on the logistic regression list (see
Figure 4.148).

Sources Datasets Logistic Regressions - Clusters Anomalies Associations Predictions Tasks

B MF fR. esee Loan risk data dataset's logistic regression ® &b = =~ ®

PREDICT I

H
s~ BATCHPREDICTION

1,000 NOT DEFINED TRUE CLASS
[5[e)
| BB evaruste

o @

| l'; MOVETO...
Bias and predictors & Type £ bad =
Bias [ 123 ] 0 0
checking_status = no checking [ asc ] -1.13119 113119

Figure 4.147: Delete logistic regression from 1-click action menu
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Figure 4.148: Delete logistic regression from pop up menu

A modal window will be displayed asking you for confirmation. Once a logistic regression is deleted, it is
permanently deleted, and there is no way you (or even the IT folks at BigML) can retrieve it.

Are you sure you want to delete this logistic regression?

If you delete this logistic regression, you will no longer have access to it and you will need to
recreate it from your datasets

e
.

Figure 4.149: Confirmation message to delete a logistic regression



4.14 Takeaways

This chapter explains logistic regressions in detail. Here is a list of key points:

* Alogistic regression is a supervised Machine Learning algorithm used to solve classification prob-
lems.

* A logistic regression is built from a dataset available in BigML and used to make an evaluation, a
single prediction, or a batch prediction. (See Figure 4.150.)

* You can create a logistic regression with just one click or configure it as you wish. BigML provides
several configuration options before creating your logistic regression.

+ To create a logistic regression you need a dataset containing at least one categorical field.
+ Categorical fields must be converted to numeric values in order to train a logistic regression model.
+ If you do not specify any objective field, BigML will take the last valid field in your dataset.

+ BigML allows you to include your numeric fields’ missing values as valid values to train your logistic
regression model.

» The chart view provides a visual way to analyze a field impact on predictions given certain values
for the rest of the fields.

* You get all the objective field class probabilities along with the predicted class.

+ BigML displays all your logistic regression coefficients in a table view which you can also download
as a CSVfile.

* You need to evaluate your logistic regression model’s performance using data that the model has
not seen before.

The ultimate goal in building a logistic regression is being able to make predictions with it.

+ BigML allows you to quickly make predictions for single instances by providing a form containing
the fields used by the logistic regression, so you can easily set the input data and get an immediate
response.

BigML batch predictions allow you to make simultaneous predictions for multiple instances. All you
need is the logistic regression you want to use to make predictions and a dataset containing the
instances for which you want to obtain predictions.

+ You can configure your batch predictions output file settings.
* You can download your logistic regression to perform local predictions.

* You can add descriptive information to your logistic regressions (name, description, tags, and
category).

* You can move your logistic regressions between projects.

* You can share your logistic regressions with other people using the secret link.

You can stop your logistic regression creation by deleting them.

* You can permanently delete an existing logistic regression.
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Figure 4.150: Logistic Regression Workflow



Deepnets

5.1 Introduction

There are multiple Machine Learning problems that can be solved using supervised Machine Learning
techniques. Some of these problems require to predict an output variable (objective field) given a num-
ber of input variables (input fields). These problems can be divided into classification and regression
depending on whether you need to predict a category (label or class) or a continuous value (a real
number), respectively. To learn more about concrete use cases for both problems refer to Section 1.1.

Deep neural networks (or deepnets) are a Machine Learning technique that can be used to solve clas-
sification and regression problems. These problems can also be solved with other Machine Learning
methods, such as models, ensembles, or logistic regressions. These methods are explained in Chap-
ter 1, Chapter 2, and Chapter 4 respectively. Depending on the problem you are trying to solve and the
data available, some techniques may perform significantly better than others. See in Subsection 5.2.3
a detailed explanation of how deepnets perform compared to other supervised learning techniques for
different use cases.

Deepnets are a class of machine learning models inspired by the neural circuitry of the human brain.
See Section 5.2 for more details on the deepnets algorithm.

This chapter contains comprehensive description of BigML’s deepnets including how they can be created
with 1-click (Section 5.3), all configuration options available (Section 5.4), and the different visualizations
provided by BigML (Section 5.5). See Section 5.6 for an explanation of how deepnets can be used to
make predictions. You can also export your deepnets in different formats to make local predictions faster
at no cost (Subsection 5.7.1). The process to evaluate your deepnets predictive performance in BigML
is explained in a different chapter (Chapter 7).

In BigML, the third tab of the main menu of the Dashboard allows you to list all of your available deepnets.
The deepnet list view (Figure 5.1), details the Dataset used to create it, the Name, Objective (objective
field name), Age (time elapsed since it was created), Size, and number of evaluations, predictions,
and batch predictions that have been created using that deepnet. The SEARCH menu option in the top
right corner of the deepnet list view allows you to search your deepnets by name.
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Figure 5.1: Deepnet list view

By default, when you first create an account at BigML, or every time that you start a new project, your
list of deepnets will be empty. (See Figure 5.2.)

Sources

Deepnets M <
||| Name & Type Objective ﬁ & ﬁ ¢ & & &
Show | 10 deepnets Mo deepnets found

Figure 5.2: Empty Dashboard deepnet view

Finally, in Figure 5.3 you can see the icon used to represent a deepnet.

Figure 5.3: Deepnet icon

5.2 Understanding Deepnets

A deepnet in BigML is a supervised learning method to solve classification and regression problems.
Deepnets are an optimized version of Deep Neural Networks, a class of machine learning models
inspired by the neural circuitry of the human brain. In these classifiers, the input features are fed to
one or several groups of “nodes”. Each group of nodes is called a “layer”. Each node is essentially
a function on the input that transforms the input features into another value or collection of values (see
also Subsection 5.4.7.1). Then the entire layer transforms an input vector into a new “intermediate”



feature vector. This new vector is fed as input to another layer of nodes. This process continues layer
by layer, until we reach the final “output”, which is also a layer of nodes. The output is the network’s
prediction: an array of per-class probabilities for classification problems or a single, real value for
regression problems.

The “deep” in deep neural networks refers to the presence of more than one “hidden layer”; that
is, more than one layer of nodes between the input and the output layers. The network architectures
supported by BigML can be deep or shallow. The advantage of training deep architectures is that hidden
layers have the opportunity to learn “higher-level” representations of the data that can be used to make
correct predictions in cases where a direct mapping between input and output is difficult. For example,
when classifying images of numeric digits, the input layer is raw pixels, the output layer is the probability
for each digit, and the intermediate layers may learn features that represent the presence of, say, a loop
or a vertical stroke. Read Subsection 5.2.3 below for an explanation of the use cases where deepnets
have a better performance.

5.2.1 Convolutional Neural Network

When the dataset used to create a deepnet contains images, the deepnet created will be a convolutional
neural network.

Convolutional neural network, also known as CNN or ConvNet, is a type of deep neural networks. All
deepnet operations described in this section, such as 1-click creation and configuration, also apply to
CNNSs. So does optimization, including automatic network search and structure suggestion.

The main difference between CNN and other types of neural networks is that the hidden layers of a CNN
include at least one convolutional layer.

A convolutional layer performs one or more convolution operations. Each convolution operation trans-
forms a set of neighboring inputs to an output, which is passed to the next layer. In the case of an image,
the input layer consists of two-dimensional pixels. A convolution operation converts a block of pixels (say
3x3) to a single number. It can be imagined as a filter, sliding across the whole image and converting
each (3x3) block of pixels to a number. The output of a convolutional layer can be thought as another
image with a possibly decreased size and its pixels holding information from multiple (9) pixels of the
image in the previous layer. The size of the pixel block (filter size) can be different (e.g. 3x3, 5x5), and
one convolutional layer may have multiple convolution operations (number of filters).

There are other important layers in CNNs, such as ReLU and pooling layers. In the end when a CNN
is fully trained, each convolutional layer, coupled with its ReLU and pooling layers, effectively captures
image features. The first layers extract low-level features such as edges and colors while the deeper
layers capture high-level features unique to the objects in the images. The outputs of convolutional
layers are also called feature maps.

BigML can extract image features at the source level. For a composite source with images, different
sets of image features can be extracted, which include features on edges, colors and texture. There are
also pre-trained CNNs which capture more sophisticated features. Image features can be used to train
supervised models as well as unsupervised models. If you know specific image features that will help
you achieve your machine learning goals, you don’t have to use CNNs. Instead, you can configure your
sources to extract image features. For information about the image features, please refer to section
Image Analysis of the Sources with the BigML Dashboard'[11].

Note: When training a deepnet from a dataset containing images, that is, when training a CNN,
all image feature fields extracted from the images will be ignored. In other words, when a dataset
contains images, its deepnet is trained from raw image pixels, not from its extracted image fea-
tures.

Because of convolution operations, which transform neighboring inputs such as 3x3 blocks, CNNs are
excellent in machine learning using spatial data, especially images. However, CNNs may not work as
well for non-spatial data such as tabular data. Think of this way: if many rows of a tabular data are
swapped, the data is still considered the same. But doing the same to an image, it becomes a different
image.

Thttps://static. bigml.com/pdf/BigML_Sources.pdf
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For a comprehensive introduction to CNN, please refer to its wikipedia entry?.

5.2.2 Automatic Parameter Optimization

Deep neural networks are notoriously sensitive to the chosen topology (or network structure) and the
algorithm used to learn the weights for that topology. This sensitivity means that hand-tuning the
topology and optimization algorithm can be difficult and time-consuming as the number of choices
that lead to poor networks typically vastly outnumber the choices that lead to good ones.

To combat this problem, BigML offers first-class support for automatic parameter optimization that
allows for automated discovery of better networks via two different methods:

« Automatic network search: during the deepnet creation, BigML trains and evaluates over many
possible network configurations, returning the best networks found for your problem. The final
deepnet returned by the search is a “compromise” between the top “n” networks found in the
search. The algorithm BigML uses for this optimization technique is a variant on the hyperband
algorithm. Instead of selecting parameter value candidates for evaluation at random, however,
BigML uses an acquisition technique based on techniques from Bayesian parameter optimiza-
tion. The main downsides of using this optimization method is that the creation of the deepnet
may be significantly slower.

Note: the search process is not totally deterministic, so although you are using the same
dataset you might get slightly different results from run to run. This is because BigML
trains multiple models concurrently and the order in which they finish is important. After
each model finishes, the search modifies its behavior based on the performance of the one
that just finished (i.e., the next trained model in the search depends on the previous ones).
Although results may not be repeatable, the differences should be almost unperceivable in
most cases.

» Automatic structure suggestion: BigML offers a faster technique that can also give quality re-
sults. The ability to quickly train and test your deepnets is especially useful when working on
feature engineering. BigML has trained thousands of networks on dozens of datasets in order to
understand the effectiveness of various network topologies. As such, BigML has learned some
general rules about what makes one network structure better than another for a given dataset.
BigML will automatically suggest a structure and set of parameter values that are likely to perform
well for your dataset.

To learn more about these optimization techniques, read this blog post®.

You can choose either optimizing technique by selecting it in the configuration panel (see Subsec-
tion 5.4.2). Alternatively, you can manually set the parameters for your deepnet. By default, BigML uses
the automatic structure suggestion strategy to create deepnets.

5.2.3 Deepnets Use Cases

A common question when solving classification and regression problems is which algorithm should be
used to get the best results: models and ensembles? Logistic regressions? Deepnets? In most cases,
there is not an effective way to know in advanced which method will perform better so the best strategy
is training and evaluating each one of them and compare their performances. However, a general rule
for deepnets is that they usually perform better with complex datasets and difficult problems. That is,
high-dimensional datasets where either only a few features are non-noise, or where the decision
function is spread across many different features.

On one hand, decision trees and ensembles have spectacular representational power when the
dataset has a high number of variables because their hypothesis space grows with the data and the
decision tree algorithm is able to efficiently search through the space to get a good solution in rea-
sonable time. However, trees have trouble representing objectives that are smooth functions of lots of
variables.

’https://en.wikipedia.org/wiki/Convolutional_neural_network
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On the other hand, logistic regression optimizes a function that takes into account all of the variables
at once, not just one or two at a time, and is able to optimize this function efficiently. However, their
representational power is considerably lower; they can only represent linear decision boundaries.

Deepnets try to get the best of both methods. Because their structure is very flexible, they have high
representational power, and because they’re optimized via gradient descent (like logistic regression),
they do fine with smooth functions of potentially all of the input variables.

The main downside of deepnets is the efficiency that both decision trees and logistic regression pro-
vide. The structure of deepnets is super-flexible, but there is no way to search through the possible
structures and parameters as quickly as can be done for trees or logistic regression. The only way to
find an optimal structure is to try a lot of them. BigML tries to make this search as clever as possible
(see Subsection 5.2.2), but it is still significantly more time-consuming than trees and logistic regression
with no guarantee that it will beat them.

5.2.4 Missing Values

BigML deepnets can handle missing values for any type of field. For categorical, text, and items fields,
missing values are always included by default.

For numeric fields, missing values are also included by default, but you can deactivate this option by
configuring your deepnet (see Subsection 5.4.4). If the missing numeric option is disabled, the instances
containing missing values for numeric fields in your dataset will be ignored by the deepnet. Also when
using your deepnet to make predictions, you will not be able to have missing values for the numeric fields
in the input data.

5.3 Creating Deepnets with 1-Click

To create a deepnet in BigML you have two options: either the 1-click option which uses the default
values for all available configuration options or you can tune the parameters in advanced by using the
configuration options explained in Section 5.4. This section explains how to create a deepnet with 1-click.

From the dataset view, select the 1-CLICK DEEPNET option in the 1-click action menu. (See Figure 5.4.)
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Figure 5.4: Create 1-click deepnet from dataset 1-click action menu

Alternatively, you can use the 1-CLICK DEEPNET option in the pop up menu from the dataset list view.
(See Figure 5.5.)
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Figure 5.5: Create 1-click deepnet from dataset popup menu

Either option builds a deepnet using the default values for all available configuration options. (See
Section 5.4.)

Note: your dataset needs to contain at least one categorical or numeric field to be selected as
the objective field to create the deepnet.

5.4 Deepnet Configuration Options

While the 1-click creation menu option (see Section 5.3) provides a convenient and easy way to create
a BigML deepnet, you can also have more control over the deepnet creation and configure a number of
parameters that affect the way BigML creates deepnets. Click the CONFIGURE DEEPNET menu option in
the configuration menu of your dataset view. (See Figure 5.6.)
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Figure 5.6: Configure deepnet

5.4.1 Obijective Field

The objective field, or “target field”, is the field you want to predict. Deepnets support categorical or
numeric fields as the objective field.



BigML takes the last valid field in your dataset as the objective field by default. If you want to change
the objective field, you have two options: you can select another field from the configuration panel to
build the deepnet, or you can change it permanently from your dataset view.

 Select the Objective field from the deepnet configuration panel. This option will only affect the
deepnet you are building that time. (See Figure 5.7.)
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Figure 5.7: Configure the objective field to create the deepnet

+ Change the default objective field for the dataset. This option will save your objective field pref-
erence for any model you build. Click on the edition icon next to the field name when you mouse

over it, a pop up window will be displayed. Then click on the Objective field icon and Save it.
(See Figure 5.8.)
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Figure 5.8: Change the default objective field

5.4.2 Automatic Parameter Optimization

The high number of configurable parameters for neural networks makes it difficult to find the optimum
configuration to get good results. Hand-tuning different configurations is a time-consuming process in



which the combinations that lead to a poor result outnumber the ones that result in a satisfying perfor-
mance. To combat this problem, BigML offers first-class support for automatic parameter optimization
via two different methods:

« Automatic network search: during the deepnet creation, BigML trains and evaluates over many
possible network configurations, returning the best networks found for your problem. The final
deepnet returned by the search is a “compromise” between the top “n” networks found in the
search. The main problem of using this optimization method is that the creation of the deepnet
may be significantly slower.

Note: the search process is not totally deterministic, so although you are using the same
dataset you might get slightly different results from run to run.

+ Automatic structure suggestion: BigML offers a faster technique that can also give quality re-
sults. BigML has learned some general rules about what makes one network structure better than
another for a given dataset. BigML will automatically suggest a structure and a set of parameter
values that are likely to perform well for your dataset.

Read more about the automatic parameter optimization in Subsection 5.2.2. You can choose either
optimizing technique by selecting it in the configuration panel (see Figure 5.9).
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Figure 5.9: Select an automatic optimization option

When you select an optimization strategy, the Network architecture parameters (see Subsection 5.4.7),
the Algorithm parameters (see Subsection 5.4.8) and the Weights (see Subsection 5.4.9) will be au-
tomatically set. You cannot manually tune any of them except the Weights which you can manually
configure it. If you want to configure the rest, you need to deactivate the automatic optimization options
using the switcher as shown in Figure 5.10,
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Figure 5.10: Disable automatic optimization options to manually configure the rest
of the network parameters

5.4.3 Default Numeric Value

Deepnets can include missing values as valid values for any type of fields as explained in Subsec-
tion 5.2.4. However, there can be situations for which you do not want to include them in your model.
For those cases, the default numeric value parameter is an easy way to replace missing numeric val-
ues by another valid value. You can select to replace them by the field’s Mean, Median, Maximum,
Minimum or by Zero. (See Figure 5.11.)
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Figure 5.11: Select a default numeric value to replace missing numeric values

Note: if your dataset does not contain missing values for your numeric fields, this parameter
will not have impact on your deepnet. If your dataset contains missing numeric values and
you neither select a default numeric value or enable the missing numerics configuration option,
instances with missing numeric values will be ignored to build the model.

5.4.4 Missing Numerics

By default, missing values for your numeric fields are included as valid values to build your deepnets.
However, there can be cases for which you do not want them to be included in your model. The Missing
numerics option allows you to select if you want to include or exclude the missing numeric values to
build your deepnets. (See Figure 5.12.)
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Figure 5.12: Include missing numeric values in your deepnet

Note: missing values are always included for categorical, text, and items fields. If your dataset
contains missing numeric values and you do not either select the missing numeric option or
set a default numeric value (see Subsection 5.4.3), instances containing missing values will be
ignored when building the deepnet.

5.4.5 Training Duration

The scale parameter to regulate the deepnet runtime. It's set as an integer from 1 to 10. It indicates the
user preference for the amount of time they wish the optimization to take. The higher the number, the
more time that users are willing to wait for possibly better deepnet performance. The lower the number,
the faster that users wish the deepnet training to finish. The default value is set to 5.

The training duration is set in a scale. The actual training time depends on the dataset size, among other
factors.
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Figure 5.13: Set the training duration for a deepnet

5.4.6 Maximum lterations

The number of iterations in a deepnet is the number of gradient steps the algorithm takes during the
optimization process. You can set the maximum number of iterations to train your deepnet by activating
this option using the switcher (see Figure 5.14). By default, this option will be deactivated, in which case



BigML will stop training the network if a certain number of iterations goes by without substantial progress
or if it reaches the limit of the training duration (see Subsection 5.4.5).
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Figure 5.14: Set the maximum number of iterations for a deepnet

5.4.7 Network Architecture

The basic architecture specification for a network consists of specifying the number of hidden layers in
the network, the number of nodes in each layer, the activation function, and other parameters related
to how the network connections are arranged such as residual learning, batch normalization and tree
embedding.

5.4.7.1 Hidden Layers

The hidden layers in a neural network are the intermediate layers between the input layer (the one
containing the input field values) and the output layer (the one containing the predictions). (See Sec-
tion 5.2). In BigML you can configure up to 32 hidden layers. For each layer you can specify the
following parameters:

» The activation function: by applying an activation function, the deepnet is able to represent a
non-linear mapping between the inputs and the outputs which is necessary to solve complex
problems. The activation function converts an input into an output that is used as an input again
to feed the next layer in the network and so on. If no activation function is applied, the output will
be simply a linear function of the inputs. In BigML you can select one of the following functions:
“Tanh”*, “Sigmoid”®, “Softplus”®, “Softmax”’, “ReLU”® or “None”. If “None” is selected, no activa-
tion function will be set for the layers so the raw output values for each node will be used as inputs
for the next layer.

To know more about each type of activation function please refer to this article®

» The number of nodes: each hidden layer in the network can have a variable number of nodes.
Determining the optimal number of hidden nodes (also called hidden units or neurons) per layer is
a complex task depending on:

— The number of nodes of the input and output layers. The number of nodes in the input
layer is equal to the number of fields of the dataset used to create the deepnet. The output
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layer always has one node if it is a regression problem or as many nodes as classes has the
objective field if it is a classification problem.

— The number of instances in the training dataset.
— The complexity of the problem that is trying to be solved.
— The gradient descent algorithm (see Subsection 5.4.8.1)and the activation function used.

The higher the number of nodes, the higher the risk of overfitting. However, too few nodes may lead
to a poor solution if the function to be learned has some complexity. In most cases, you will need to
try different size for the layers or use one of the BigML optimization options (see Subsection 5.4.2)
to reach a number of nodes per layer that provide satisfying results. In BigML you can set up to
8,192 nodes per layer. A rule of thumb to determine the size of the layers is that the number of
hidden nodes should be somewhere in between the sizes of the input and the output layers. Also,
the size of the hidden layer should not exceed twice the size of the input layer because at this point
it is very likely to overfit. Read this article'® to know more about the variables that should be taken
into account when deciding the nsize of the layers.

The weights for each layer are initialized randomly according to Xavier's method'".

If one of the automatic optimization options (see Subsection 5.4.2) is enabled, the hidden layers will be
automatically set. If you disable the automatic options, you can add and remove layers, select the
activation function and the number of nodes for each layer (see Figure 5.15). You can add a minimum
of one layer up to 32 layers.
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Figure 5.15: Configure the hidden layers of the network
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5.4.7.2 Learn Residuals

If learning residuals is enabled, it will cause alternate layers to learn a representation of the residuals
for a given layer rather than the layer itself, by introducing shortcut connections. In other words, residual
networks tweak the mathematical formula of the typical layer's equation to include the inputs of a lower
layer in a node of a higher layer. Residual learning has proved to be very successful for image recognition
as described in this paper'?.

If one of the automatic optimization options (see Subsection 5.4.2) is enabled, the residual learning will
be automatically set. If you disable the automatic options, you can choose to include or exclude it
(see Figure 5.16).
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Figure 5.16: Enable or disable the residuals learning

5.4.7.3 Batch Normalization

If batch normalization is enabled, it will cause the outputs of a network to be normalized before being
passed to the activation function, as described in this paper'®. This will introduce extra parameters in
each layer (the mean, variance, and scale of the layer), and will significantly slow down training.

If one of the automatic optimization options (see Subsection 5.4.2) is enabled, the batch normalization
will be automatically set. If you disable the automatic options, you can choose to include or exclude it
(see Figure 5.17).
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Figure 5.17: Enable or disable the batch normalization

5.4.7.4 Tree Embedding

If tree mebedding is enabled, the network will learn a tree-based representation of the data as engi-
neered features along with the raw features, essentially by learning trees over slices of the input space
and a small amount of the training data. The theory is that these engineered features will linearize
obvious non-linear dependencies before training begins accelerating the learning process.

If one of the automatic optimization options (see Subsection 5.4.2) is enabled, the tree embedding will
be automatically set. If you disable the automatic options, you can choose to include or exclude it
(see Figure 5.18).
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Figure 5.18: Enable or disable the tree embedding

To learn more about the residual learning, the batch normalization and the tree embedding, read this
blog post'.

5.4.8 Algorithm

BigML deepnets allow you to select different gradient descent algorthims to optimize the network weights
in order to minimize the loss function. These algorithms have some specific parameters explained in
Subsection 5.4.8.1 and also some common ones such as the learning rate, the dropout rate, and the
seed described in Subsection 5.4.8.1, Subsection 5.4.8.3, and Subsection 5.4.8.4, respectively.

If one of the automatic optimization options (see Subsection 5.4.2) is enabled, the algorithm parameters
will be automatically set. If you disable the automatic options, you can configure them.

5.4.8.1 Gradient Descent Algorithm

The most widely used algorithm during the neural networks training is the gradient descent algorithm'.
This optimization algorithm is used to minimize the loss function. Although the gradient descent is
the most important and popular technique used to train neural networks, it presents some problems
associated such as converging to a sub-optimal local minimma or setting a proper learning rate (not too
small to avoid slow convergence and not too big to avoid divergence). To further optimize the gradient
descent, BigML offers several optimization algorithms:

* Momentum: this method helps accelerate the gradient descent in the right direction dampening
the oscillations until convergence. Therefore, it usually leads to faster and stable converge by
reducing the unnecessary parameter updates. The configurable parameters for this algorithm
include:

— Momentum: higher values accelerate the gradient descent.

“https://blog.bigml.com/2017/10/04/deepnets-behind- the-scenes/
Shttps://en.wikipedia. org/wiki/Gradient_descent


https://blog.bigml.com/2017/10/04/deepnets-behind-the-scenes/
https://en.wikipedia.org/wiki/Gradient_descent
https://blog.bigml.com/2017/10/04/deepnets-behind-the-scenes/
https://en.wikipedia.org/wiki/Gradient_descent

=y 8. coee Diabetes diagnosis dataset | Training (80%) ko =)

DEEPNET CONFIGURATION
Objective field: @7 [Automatic optimization: 9
Diabetes = - =
Default numeric value: Missing numerics: Max. training time: ™™ Max. iterations: 0
20000
Select a default value v Nfa 00:30:00 (c]

'“g Advanced configuration @
Network Architecture: ®
Algorithm: @

Gradient Descent Algorithm: Seed:
Mornentum MOMENTDK
- : . 2]
Learning rate: Dropout rate:
o S 0.1% 50%
Momentum: e
0.99 0.99
Weights: ®
Sampling: 614 instances ®

Figure 5.19: Momentum algorithm

However, this method does not solve the problem that the final performance heavily depends on
the selected learning rate.

» Adagrad: is an adaptative learning method. Essentially, it adapts the learning rate to each pa-
rameter making big updates for infrequent parameters and small updates for frequent parameters.
It solves the problem of selecting a unique learning rate since it can take a default rate and then
adapt it for each parameter. This method works very well with sparse data. The configurable
parameters for this algorithm include:

— Initial Accumulator Value: this is the initial value for the gradient accumulator.
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Figure 5.20: Adagrad algorithm

The problem of Adagrad is that the learning rate tends to decay to a very small number so the
learning stops. RMSProp tries to solve this problem.

* RMSProp: is another adaptative learning method that can be considered an extension of Adagrad
and tries to solve the problem of decaying rates. The configurable parameters for this algorithm
include:

— Momentum: higher values accelerate the gradient descent.
— Decay: the speed to decay the moving average.

— Epsilon: a parameter to avoid numeric precision problems.
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Figure 5.21: RMSProp algorithm

+ Adam: (Adaptative Moment Estimation) is another adaptative method that computes adaptative
learning rates for each parameter like Adagrad and it also solves the problem about decaying
rates like RMSProp. Moreover, it keeps an exponentially decaying average of past gradients like
Momentum. Adam usually works well compared to other algorithms as it converges fast and it
solves the problems that other algorithms may have. The configurable parameters for this algorithm

include:
— Beta1: decay rate for the first moment estimate (the mean).
— Beta2: decay rate for the second moment estimate (the variance).

— Epsilon: a parameter to avoid numeric precision problems.
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Figure 5.22: Adam algorithm

» FTRL: it also adapts the learning rate by slowing the learning rate per prameter. The configurable
parameters for this algorithm include:

— Regularization: the regularization factor to avoid overfitting, i.e., tailoring the model to the
training data at the expense of generalization. You can choose between L1 or L2 regulariza-
tion.

— Strength: is the inverse of the regularization strength, so higher values indicate less regular-
ization. It must be a positive integer greater than 0. Too high values for strength will make the
algorithm perfectly fit the training data boundaries. Too low values for strength will result in
vague decision boundaries not following the data patterns.

— Learning rate power: the learning rate power for the FTRL algorithm.

— Initial Accumulator Value: this is the initial value for the gradient accumulator.
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Figure 5.23: FTRL algorithm

In summary, if your data is sparse, some of the adaptative algorithms may perform better. Adagrad,
RMSProp and Adam are quite similar and perform well for similar use cases. However, Adam is the one
that usually outperforms the rest due to its bias correction.

eRgarding the algorithm-specific parameters (momentum, betal and beta2, accumulator values,
learning rate power, etc.), they all offer similar ways of controlling how much gradient descent remem-
bers previous iterations and uses those to inform the current gradient step. Tuning those parameters
have a similar impact: too high values for this sort of correction will send the search zooming off in the
wrong direction; too low values will result in the same problems as vanilla gradient descent (overfitting
and getting stuck in a local minima). If these parameters are set just right, they improve the speed at
which the algorithm converges, and helps it to avoid local minima.

For all these parameters, though, the most important rule is not to hand-tune and iterate them unless
you have a specific reason to do it. The best values for them depend on your data, the topology of your
network, and the random conditions you start in. Hence, the best option if you are not very experienced
with neural networks is to use one of the BigML optimization options (see Subsection 5.4.2) which will
find the best configuration for your network automatically.

To learn more about the optimization algorithms please refer to this article '

5.4.8.2 Learning Rate

The learning rate, also known as the gradient step, controls how aggressively the gradient descent
algorithm fits the training data. You can set values greater than 0% and smaller than 100%. Larger
values will prevent overfitting, but smaller values generally work better (usually 1% or lower), although
it usually takes longer to train the deepnet. As a general rule, you want to find a learning rate that is
low enough so the network converges to a satisfying solution, but high enough to reduce as much as
possible the training time.

16https ://medium.com/towards-data-science/types-of-optimization-algorithms-used-in-neural-networks-and-ways-to-optimize-
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If one of the automatic optimization options (see Subsection 5.4.2) is enabled, the learning rate will be
automatically set. If you disable the automatic options, you can select a value for the learning rate

(see Figure 5.24).
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Figure 5.24: Configure the learning rate

The droput mechanism consists of randomly drop nodes (and their connections) from the network at
training time. This prevents nodes from co-adapting so it is an effective method to control overfitting.
The dropout rate is the proportion of nodes dropped from the network during training.

If one of the automatic optimization options (see Subsection 5.4.2) is enabled, the dropout rate will be
automatically set. If you disable the automatic options, you can select a value for the dropout rate

(see Figure 5.25).
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Figure 5.25: Configure the dropout rate

5.4.8.4 Seed

The random seed controlling the ordering of training data, the initial network weights, and the behavior
of dropout during training. If the automatic network search option is not enabled, by setting the same
seed you can get repeatable deepnets using the same dataset.
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Figure 5.26: Set a seed for the deepnet

5.4.9 Weights

It is not unusual for a dataset to have some categories that are common and others very rare. For
example, in datasets used to predict fraud, usually fraudulent transactions are very scarce compared
to regular ones. When this happens, models tends to predict the most frequent values simply because
the overall model’s performance metrics improve with that approach. However, in cases such as fraud
prediction, you may be more interested in predicting rare values rather than successfully predicting
frequent ones. In that case, you may want to assign more weight to the scarce instances so they are
equivalent to the abundant ones.

BigML provides two different options to assign specific weight to your instances, balance objective and
objective weights explained in the following sections.

If one of the automatic optimization options (see Subsection 5.4.2) is enabled, the weights will be au-
tomatically set. If you disable the automatic options, you can configure the weights of your dataset
instances (see Figure 5.27).
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Figure 5.27: Weight options for deepnets

5.4.9.1 Balance Objective

When you set the balance objective weight, BigML automatically balances the classes of the objective
field by assigning a higher weight to the less frequent classes, with the most frequent class always
having a weight of 1. For example, take the following frequencies for each class:

[False, 2000; True, 50]
By enabling the Balance objective option, BigML will automatically apply the following weights:
[False, 1; True, 40]

In this example, the class “True” is getting forty times more weight as it is forty times less frequent than
the most abundant class.

5.4.9.2 Objective Weights

The objective weights option allows you to manually set a specific weight for each class of the objec-
tive field. BigML oversamples your weighted instances replicating them as many times as the weight
stablishes. If you do not list a class, it is assumed to have a weight of 1. Weights of 0 are also valid, but
if all classes have a weight of 0, the deepnet creation will produce an error.

This option can be combined with the Weight field (see Subsection 5.4.9.3).

5.4.9.3 Weight field

The Weight Field option allows you to assign individual weights to each instance by choosing a special
weight field. It can be used for both regression and classification deepnets.The selected field must be
numeric and it must not contain any missing values. The weight field will be excluded from the input
fields when building the ensemble. You can select an existing field in your dataset or you may create a
new one in order to assign customized weights.

For deepnets, the weight field modifies the loss function to include the instance weight. The outcome is
similar to the oversampling technique.



5.4.10 Sampling Options

Sometimes you do not need all the data contained in your dataset to build your deepnet. If you have a
very large dataset, sampling may be a good way of getting faster results. BigML allows you to sample
your dataset before creating the deepnet, so you do not need to create a separate dataset first. You
can find a detailed explanation of the sampling parameters available in the following subsections. (See
Figure 5.28.)

5.4.10.1 Rate

The rate is the proportion of instances to include in your sample. Set any value between 0% and 100%.
Defaults to 100%.

5.4.10.2 Range

Specifies a subset of instances from which to sample, e.g., choose from instance 1 until 200. The rate
you set will be computed over the range configured. This option may be useful when you have temporal
data, and you want to train your deepnet with historical data, and test it with the most recent one to
check if it can predict based on time.

5.4.10.3 Sampling

By default, BigML selects your instances for the sample by using a random number generator, which
means two samples from the same dataset will likely be different even when using the same rates and
row ranges. If you choose deterministic sampling, the random-number generator will always use the
same seed, thus producing repeatable results. This lets you work with identical samples from the same
dataset.

5.4.10.4 Replacement

Sampling with replacement allows a single instance to be selected multiple times. Sampling without re-
placement ensures that each instance cannot be selected more than once. By default, BigML generates
samples without replacement.

5.4.10.5 Out of bag

This argument will create a sample containing only out-of-bag instances for the currently defined rate,
so the final total number of instances for your sample will be one minus the rate configured for your
sample (when replacement is false). This can be useful for splitting a dataset into training and testing
subsets. It is only selectable when a sample rate is less than 100%.
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Figure 5.28: Sampling parameters for deepnet

5.4.11 Creating Deepnets with Configured Options

After finishing the configuration of your options, you can change the default deepnet name in the editable
text box. Then you can click on the Create deepnet button to create the new deepnet, or reset the

configuration by clicking on the Reset button.
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Figure 5.29: Create deepnet after configuration

5.4.12 API Request Preview

Jeepnet

The API Request Preview button is in the middle on the bottom of the configuration panel, next to

the Reset button (See (Figure 5.29)). This is to show how to create the deepnet programmatically:
the endpoint of the REST API call and the JSON that specifies the arguments configured in the panel.

Please see (Figure 5.30) below:

APl request preview E @
APl endpoint: /deepnet

1-{

2 "objective_field": "000QGE",

3 “number_of_hidden_layers”: 1,

4 "name": "Diabetes diagnosis dataset",

| 5 "suggest_structure”: false,

[ "missing_numerics": true,

7 "max_training_time": 3600,

8- "hidden_layers": [

b {

1@ "activation_function”: “tanh",

11 "number_of_nodes": &4

Check the full list of arguments in the APl documentation

Figure 5.30: Deepnet API request preview

There are options on the upper right to either export the JSON or copy it to clipboard. On the bottom
there is a link to the API documentation for deepnets, in case you need to check any of the possible
values or want to extend your knowledge in the use of the API to automate your workflows.



Please note: when a default value for an argument is used in the chosen configuration, the argument
won’t appear in the generated JSON. Because during API calls, default values are used when arguments
are missing, there is no need to send them in the creation request.

5.5 Visualizing Deepnets

If the dataset for creating a deepnet does not contain images, you can analyze your results with BigML
Partial Dependence Plot (PDP) after the deepnet is created. If the dataset for creating a deepnet
contains images, you can analyze your results with BigML Image Deepnet Page. In either case, you
can also inspect field importances.

5.5.1 Partial Dependence Plot

Partial Dependence Plot (PDP) is a heatmap chart for examining the impact of the input fileds on the
objective field.

The PDP view is composed of three main parts: the CHART itself, the PREDICTION legend and the
INPUT FIELDS form. (See Figure 5.31.) You can find a detailed explanation of each one below.
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Figure 5.31: Deepnet chart parts

» The CHART allows you to view the impact of two input fields on the objective class predictions
remaining the rest of input field values constant. You can select any categorical or numeric input
field for each axis and the class probabilities are represented in different colors in the heatmap.
You can switch the axis by clicking on the option on top of the chart area. (See Figure 5.32).

You can find the values for the fields in the axis in the grey area next to the selector. Freeze the

view by pressing Shift and release it again by pressing Escape from your keyboard. When the

view is frozen, an edition icon will appear in this grey area so you can edit the axis values and
obtain the prediction for another preferred value. (See Figure 5.32).
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Figure 5.32: Deepnet chart

» The PREDICTION legend allows you to visualize the objective field classes (classification deep-
nets) or the predicted value (regression deepnets). For classification, each class is represented
by a color, the main probability color bar at the top is the probability for the predicted class. By
default, colors are shaded according to the prediction range shown in the chart area. That way,
smaller differences in predictions are easier to perceive. However, you can choose to see the color
shading according to the total range of possible values for the objective field by clicking on the icon
next to the prediction bar Total . (See Figure 5.33.) You can also select to see only one of the
classes using the class selector at the bottom of the legend.
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Figure 5.33: Prediction legend

Again, freeze this view by pressing Shift , and release it again by pressing Escape from your
keyboard.

» Below the chart legend, you can find the INPUT FIELDS form. (See Figure 5.34.) You can con-
figure the values for any numeric, categorical, text or items field. By changing their values, you
can see the predictions changing in real-time. You can also enable or disable the input fields, so
they will be treated as missing values. You can sort the fields by their importance to predict the
objective field. (See Subsection 5.4.4.)
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Figure 5.34: Configure the values for other input fields

Moreover, the chart includes a reset option for your input fields values, and an export option to download
your chart in PNG format explained below:

+ After selecting the fields for the axis or configuring the input fields values, you can set them again
to the default view by clicking the reset icon highlighted in Figure 5.35.
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Figure 5.35: Reset the values for the input fields

* You can also export your chart in PNG format with or without legends. Freeze the view by pressing
Shift from your keyboard and export the chart to get the class percentages in the legend. Release
the view by pressing Escape .
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Figure 5.36: Export chart as image with or without legends

Note: there are some limitations in the number of classes of the objective field and the number
of input fields to visualize your deepnet in the chart (explained in Subsection 5.8.1).

5.5.2 Image Deepnet Page

As stated in the previous section, when the dataset used to create a deepnet contains images, the
deepnet created will be a convolutional neural network (CNN). See the explanation in Subsection 5.2.1.

A CNN deepnet uses images (i.e. raw image pixels) as input fields. If there are image feature fields that
were extracted from those same images in the dataset, they are ignored during CNN training. After a
CNN deepnet is created, you can analyze the results with BigML Image Deepnet Page.

On the top row of the Image Deepnet Page are applicable parameters of the deepnet, which may include
its hidden layer number, algorithm, optimization option. It also lists the objective field of the deepnet and
its number of instances.

Below the top row, the view of the Image Deepnet Page shows the performance of the deepnet on a set
of sampled instances. This set is called holdout set, which is used for validation during deepnet training.

Depending on the objective field, the Image Deepnet Page has two variations.

5.5.2.1 Image Deepnet Page - Classification
If the objective field is categorical, the Image Deepnet Page is the classification variation.

Below the top row, the view is composed of three main sections: the Image Results, the Performance
Panel and the Class List. See Figure 5.37.
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As stated above, the Image Deepnet Page mainly shows the performance of the deepnet on a set of
sampled instances, called the holdout set. The number of the instances in the holdout set is at most

20% of the total instances in the dataset, or 1024, whichever is smaller.

» The Performance Panel shows the overall performance of the deepnet on the holdout set. See
Figure 5.38. This is by default. However when a class is selected in the Class List, the Performance

Panel shows the performance for that specific class.
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Figure 5.37: Image Deepnet Page Classification layout
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Figure 5.38: Image Deepnet Page Classification Performance Panel

The performance metrics, either correctly predicted or incorrectly predicted, are provided as both
percentage and count. For instance, when the count is 893/7020 as shown in Figure 5.38, that
means 893 images were predicted correctly in the holdout set of 1020.

The probability slider allows users to filter the results by selecting the range of probabilities for each
image classification. This controls how many images are shown in the Image Results section.

The Image Results section shows two subsections, with each a paginable list of images from the
holdout set, Correctly predicted and Incorrectly predicted. In each list, every image has a caption
which shows its predicted class, true class and probability. In the subsection of Correctly predicted,
because a predicted class is the same as its true class, only one is shown in the caption. In the
Incorrectly predicted subsection, both predicted class and true class are shown for each image.
The length of the solid color in a probability bar is proportional to its value. See Figure 5.39.
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Figure 5.39: Image Deepnet Page Classification Image Results

On the top right of each subsection are the performance metrics by percentage and count. The list
of images are paginable by using the pagination arrows at the bottom of each subsection. Each
page shows up to 6 images, scaled to fit the area.

When users mouse-over an image, a popup box would show prediction result of the image: pre-
dicted class, true class and probability. In the example shown in Figure 5.39, the popup box is
red in background, signaling an incorrect prediction, which its predicted class is frog while its true
class is bird and the probability is 70.08%.

» The Class List shows all the classes in the holdout set, sorted by their numbers of occurrences. In
other words, the list is ranked by class popularity. See Figure 5.40. The recall rate of each class is
displayed by percentage and count at the right side of class bar. Recall is defined as the number
of correctly predicted images for the class divided by the total number of images for the class. The
length of the green color bar in proportion to the full class bar corresponds to the value of the recall
of the class.
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Figure 5.40: Image Deepnet Page Classification Class List

The Class List is scrollable when there are not enough space to show all of them together. There
is also a download icon in the section heading that users can use to download the class list as a
CSV.

There are two controls that can change the number of images to show in Image Results section. One is
the probability slider in the Performance Panel. Another is a class bar in the Class List.

» By default, the Image Results section shows all the images in the holdout set, both correctly
predicted and incorrectly predicted. The probability slider displays the lower and upper ends of the
probabilities associated with all the classification results in the set. Either end of the slider can be
changed by dragging the respective knob, then the Image Results section will only show images
with the probabilities within the range of the slider. The images having the probabilities outside of
the range will be filtered out.
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Figure 5.41: Image Deepnet Page Classification filtering by probability

As in Figure 5.41, the lower end of the probability slider was changed to 64.0%. Now any image
with the classification probability lower than 64.0% won’t show up in the Image Results section,
in both correctly predicted and incorrectly predicted. The performance metrics were changed as
well, from 893/1020 to 856/928, reflecting the fewer number of images shown.

The probability slider can be reset to the default by dragging its knobs to include all possible
probabilities, or by pressing the reset icon in the heading of the Performance Panel.

Both ends of the probability slider are editable text input boxes, so users can enter precise humbers
if so desired.

In the Class List, one class can be selected by clicking on its class bar. When this happens, the
Image Results section will only show images of that class. The Correctly Predicted subsection
shows all images whose true class is that class, and whose predicted class is that class too. The
Incorrectly Predicted subsection shows all images whose true class is that class selected, but
whose predicted class is a different class. The performance metrics are changed accordingly.
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Figure 5.42: Image Deepnet Page Classification showing one class

In Figure 5.42 above, the class truck is selected, as shown by its darkened background. Now the
Images Results section shows 89 images in the correctly predicted subsection, all truck, and 13
images in the incorrectly predicted subsection, all truck but all predicted as something else.

Also in Figure 5.42, note that in the Performance Panel, not only the performance metrics are
changed accordingly, but also the title becomes “Performance for truck” instead of “Performance
overall”.

To reset the Image Results to include all classes, use the reset icon in the Performance Panel
heading.

» The class selection and the probability slider can be combined to show only images of one class
which has a selected range of probabilities.
5.5.2.2 Image Deepnet Page - Regression

If the objective field is numeric, the Image Deepnet Page is the regression variation.



Below the top row, the view is composed of two main sections: the Image Results and the Performance
Panel. See Figure 5.43. The example deepnet in the figures of this section was created from a dataset
for estimating the number of penguins in images, with its numeric objective field “count”.
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Figure 5.43: Image Deepnet Page Regression layout

As stated above, the Image Deepnet Page mainly shows the performance of the deepnet on a set of
sampled instances, called the holdout set. The number of the instances in the holdout set is at most
20% of the total instances in the dataset, or 1024, whichever is smaller.

» The performance panel shows the performance of the deepnet on the holdout set, in terms of error
percentages. All numeric predictions have errors. A value in percentage, called split, is used to
divide all predictions in the holdout set into two groups. The default split is 10%, which can be
changed by users.



= | Fa_| geee penguin-count B @ & &~ @

1 ADAM 0.001 TRUE COUNT 150
—_—

] ule
PREDICTED WITHIN 10.00% ERROR: 6.67%

2130
From 30 sampled instances

(30 displayed)

Predicted within

10.00% error 6.67%
2/30
Average percent error: 7.41%
212037 0.12037 2.73601 -0.26399 . .
@ « 2.00000 6.02% @ ~ 3.00000 B.80% Fredicted outside of
10.00% error 93.33%
28/30
Average percent error: B63.15%
PREDICTED OUTSIDE OF 10.00% ERROR: 93.33%
28/30
= ——— | -26.19481| (i) | 3.47291
" e . ; i
10.00%
| ¢ - - -
| £ . 2(6.67%) 28(93.33%)
2.90374 -3.00626 @ 4.46978 -15.53022 @ 0.78781 021219 30 instances

~ 6.00000 51.60% ~ 20.00000 77.65% ~ 1.00000 21.22%

) ¥4

4.47291 3.47291 @ 1.25702 0.25702 @ 3.36303 0.36303
~ 1.00000 347.29% ~1.00000 25.70% ~* 3.00000 12.10%

~

Figure 5.44: Image Deepnet Page Regression Performance Panel

The size of the holdout set is shown right below the panel header. It also shows how many
instances are displayed, as this can be changed by a filter.

As seen in Figure 5.44, the split is at 10%, by default, so the images are divided into two groups,
one “Predicted within 10.00% error”, another “Predicted outside of 10.00% error”. Both percent-
ages and fractions are employed to show the relative sizes of the two groups in regard to the split.
In the example, for instance, there are 2 images predicted within 10% error, so for this group, it's
6.67% or 2/30.

“Average percent error” is a metric showing the average error a prediction has in each group. It is
the sum of the absolute values of the percentage errors of all instances, divided by the number of
instances.

There are two controls that can change how the Image Results section appears.

1. The DISPLAY ERROR slider allows users to filter the results by selecting the range of errors
for each prediction. This controls how many images are shown in the Image Results section.

By default, the Image Results section shows all the images in the holdout set, which are
divided into two groups by the split. The DISPLAY ERROR slider shows the greatest negative
error at its left end, and the greatest positive error at its right end. Note: When a prediction
is more than the true value, it produces a positive error. Conversely, a negative error.
Either end of the slider can be changed by dragging the respective knob, then the Image
Results section will only show images with the predictions within the range of the slider. The
images having the prediction errors outside of the range will be filtered out.
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Figure 5.45: Image Deepnet Page Regression Display Error Slider

As in Figure 5.45, the lower end of the DISPLAY ERROR slider was changed to -75.0 and
the upper end to 0.5. Now any image with the prediction error outside of the range, i.e. either
less than -15.0 or greater than 0.5, doesn’t show up in the Image Results section. There
are 21 images displayed, instead of 30, as indicated inside the parentheses below the panel
heading. The relative sizes of the split groups are changed as well, from 2/30 and 28/30 to
2/21 and 19/21, respectively, reflecting the fewer number of images displayed.

The DISPLAY ERROR slider can be reset to the default by dragging its knobs to include all
possible errors, or by pressing the reset icon in the heading of the Performance Panel.

Both ends of the DISPLAY ERROR slider are editable text input boxes, so users can enter
precise numbers if so desired.

. The SPLIT ERROR slider allows users to select the split, which is the error percentage used

to divide the Image Results section into two groups: one having prediction errors smaller than
the split, and another having prediction errors bigger than the split.
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Figure 5.46: Image Deepnet Page Regression Split Error Slider

As seen in Figure 5.46, moving the knob on the SPLIT ERROR slider changes the split
value, which is shown above the slider, anywhere between 0% and the biggest possible error
percentage produced by the holdout set. In addition, below the slider shows the total number
of instances displayed, on the left of the slider is the number of instances in the group with
prediction errors smaller than the split, and on the right the number of instances in the group
with prediction errors bigger than the split. In the parentheses are the percentages of the
group size in respect to the total instances, respectively. As the split value changes, both
group sizes (and percentages) on the left and right sides change accordingly. This gives a
direct visualization of how the split affects the partition of the Image Results section.

The SPLIT ERROR slider can be reset to the default value, 10%, by pressing the reset icon
in the heading of the Performance Panel.

The split value above the SPLIT ERROR slider is an editable text input box, so users can
enter a precise split value if so desired.

The total number of instances below the SPLIT ERROR slider may be affected by the DIS-
PLAY ERROR slider.



» The Image Results section shows two subsections, which represent two groups divided by the
split value. The default split value is 10%. One group is called “Predicted within 10% error”, which
has the images with prediction errors less than 10%. Another group is called “Predicted outside of
10% error”, which has the images with prediction errors greater than 10%. When the split value is
changed by the SPLIT ERROR slider in the Performance Panel, the subsection titles and images
change accordingly.
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Figure 5.47: Image Deepnet Page Regression Image Results

As seen in Figure 5.47, each subsection in the Image Results section is a paginable list of images
from the holdout set. In each list, every image has a caption which shows its predicted value, true
value, error and error percentage.

On the top right of each subsection is the relative size of the subsection by percentage and count,
with respect to the total number of instances displayed. The list of images are paginable by using
the pagination arrows at the bottom of each subsection. Each page shows up to 6 images, scaled
to fit the area.

When users mouse-over an image, a popup box would show prediction result of the image: pre-



dicted value, true value and the error which is defined as (predicted - true). In the example shown in
Figure 5.47, the popup box is red in background, signaling a prediction which error is greater than
the split value, with its predicted value as 2.90374, its true value 6.00000 and the error -3.09626.

The total number of images displayed in the Image Results section may be affected by the DIS-
PLAY ERROR slider in the Performance Panel.

5.5.3 Summary Report
5.5.3.1 Field Importances

The field importances for deepnets provide a measure of how important an input field is relative to the
others to predict the objective field. Each field importance is normalized to take values between 0% and
100%. All field importances should sum 100%. You can access them by clicking in the Summary Report
option shown in Figure 5.48. You can also export the field importances in PNG, CSV and JSON format.
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Figure 5.48: Field importance for deepnets

Deepnet field importances are based on Shapley values. For more information, please refer to this
research paper: A Unified Approach to Interpreting Model Predictions [3].

5.5.3.2 Summary

If you created your deepnet using the Automatic Network Search option (see Subsection 5.4.2), you
will be able to see a tab called “Summary” next to the field importances tab (see Figure 5.49). Find here
the configuration of each of the networks composing the deepnet in JSON format. You can find all the
parameters explained in Section 5.4 per network.


https://proceedings.neurips.cc/paper/2017/hash/8a20a8621978632d76c43dfd28b67767-Abstract.html
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Figure 5.49: View networks’ configuration

5.6 Deepnet Predictions

5.6.1 Introduction

The ultimate goal in building a deepnet is being able to make predictions with it. In BigML, you can
make predictions for single instances or for many instances in batch. Each prediction comes with a
measure indicating the prediction confidence. For regression problems, the expected error is provided
along with the predicted value, while for classification problems the vector of probabilities per class is
returned (a percentage ranging from 0% up to 100%).

The predictions tab in the main menu of the BigML Dashboard is where all your saved predictions are
listed. (See Figure 5.50.) You can search your predictions by name clicking on the search option on
the top menu. In the predictions list view, you can see, for each prediction, the deepnet icon used for
the prediction, the Name of the prediction, the Objective (objective field name), the Prediction (the
prediction result), and the Age (time since the prediction was created).
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Figure 5.50: Predictions list view

When you first create an account at BigML, or every time that you start a new project, your list of
predictions will be empty. (See Figure 5.51.)
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Figure 5.51: Empty predictions list view

Deepnet predictions are saved under the CLASSIFICATION & REGRESSION option in the menu (see
Figure 5.52.)
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Figure 5.52: Menu options of the predictions list view

Select the list for your single instances predictions or your batch predictions by clicking on the corre-
sponding icons. (See Figure 5.53 and Figure 5.54.)
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Figure 5.54: Batch predictions icon

5.6.2 Creating Deepnet Predictions
BigML provides two options to predict with your deepnets explained in the following subsections:
» PREDICT: to predict one single instance

* BATCH PREDICTION to predict multiple instances in batch.

5.6.2.1 Predict

BigML allows you to quickly make predictions for single instances by providing a form containing the
input fields used by the deepnet, so you can easily set the values and get an immediate response.

Follow these steps to create a single prediction:
1. Click PREDICT in the deepnet 1-click action menu. (See Figure 5.55.)
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Figure 5.55: Predict using the 1-click action menu

Alternatively, click PREDICT in the pop up menu in the list view. (See Figure 5.56.)
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Figure 5.56: Predict using the pop up menu

. You will be redirected to the prediction form where you will find all the fields used by the deepnet
as input fields. (See Figure 5.57.)
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Figure 5.57: Deepnet prediction form

. Select the fields to be used for your prediction, set the input values for your selected fields and
click Predict (Figure 5.58.) Non-selected fields will be considered as missing values during the



prediction.
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[ 248
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Blood pressure [  Skinfold ™
0 B 152 0 B 123
) 112 - 36
Insulin & BMmI O
1] 1057
> 750
Diabetes pedigree O Age a
New prediction name
Diabetes diagnosis | Training (80%) %

Figure 5.58: Deepnet predictions form

4. Get the prediction at the top of the view along with the rest of class probabilities. (See Figure 5.59.)
BigML predictions are synchronous, i.e., when you send the input data, you get an immediate
response.
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Figure 5.59: Get the deepnet prediction

5. Hide or display the histogram view containing the rest of your class probabilities by clicking on
the icon highlighted in Figure 5.60. You can download all the probabilities in PNG format, in CSV

or JSON file by clicking on the corresponding icons. (See Subsection 5.6.4.1.)

Unsupervised ~ Predictions ~ WhizzML ~
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Figure 5.60: Display all class probabilities

6. Your prediction is automatically saved and you can find it in the predictions list view.

For regression deepnets, the process is the same, but instead of the predicted classes and the prob-
abilities you get a numeric value for the objective field along with an expected error as the certainty



measure.

Note: this option is only available from the BigML Dashboard for deepnets with less than 100
fields. If you want to perform single instance predictions for a higher number of fields, use the

BigML API'’.

5.6.2.2 Deepnet Prediction with Images

Deepnet created from a dataset containing images is a convolutionary neural network (CNN) (See Sub-
section 5.2.1). Because BigML treats images as an input type just like any other data types such as
numeric and text, creating predictions using CNN is the same as other deepnets. Everything stated in

the previous section still applies. The only thing different is input fields of images.

Follow these steps to create a single prediction:

1. Click PREDICT in the deepnet 1-click action menu. See Figure 5.61.
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Figure 5.61: Predict with images using the 1-click action menu
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Alternatively, click PREDICT in the pop-up menu in the deepnet list view. See Figure 5.62.
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Figure 5.62: Predict using the pop-up menu
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2. You will be directed to the prediction form where you will find all the input fields used by the
deepnet. One of them is the image field. As seen in Figure 5.63, click on the input field box to
select an image. Because this is a single prediction, an image is input by using a single image
source. Clicking on the input box, single image sources available will be in the dropdown list. You
can also use the search box to locate specific ones.

Datasets Supervised Unsupervised = Tasks WhizzML ~
. Predict using grape-strawberry
label: ? ? @

Select apositiveclass | © Probability threshold:

Allinput fields: [#

image_id ™
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New pre¢ BBl closed. image, 2 fields (1 path, 1 image

Grape-s @P:\ open, image, 2 fields (1 path, 1 image)

=] predict-images.zip
e

open, image, 6 sources, 236 fields (234 n

Figure 5.63: Select a single image source in the image input field

3. Oftentimes single image sources were used for creating a composite source, they become com-
ponent sources of the composite source. Or an image was uploaded as a part of an archive
file (zip/tar) which created a composite source. In those cases, the composite source will be
shown in the dropdown list, along with an icon “List components”. In the example in Figure 5.64,
predict-images.zip is a composite source, click on the icon to show its component sources.
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Figure 5.64: List the components of a composite source

After the component sources of the composite are listed, scroll the dropdown list to find the desired
one, then click to select it, as shown in Figure 5.65.
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Figure 5.65: Select a component of a composite source

4. Once an image is selected, click on the green button Predict to create a prediction for the image
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Figure 5.66: Deepnet image single prediction



As shown in Figure 5.66, after the new prediction is created, the predicted class is at the top of the
form along with its probability.

Below the prediction is a histogram representing all the classes of the objective field with their
respective predicted probabilities. Show or hide this histogram by clicking on the icon on the right
of the predicted class (Figure 5.66). Up to seven different classes can be shown in the histogram
together. When there are more than seven classes, the view can be scrolled by clicking on the
arrow icons on the right. See Figure 5.67. If desired, click on the sort icon on the left to sort the
classes in the histogram by probability.

Dataseis Supervised » Unsupervised = Tasks WhizzML +
= cifar10-train &b & @
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95.93% E;G @ @
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Select a positive class r Probability threshold:

Allinput fields: [¥

image_id ™

- 105_0174.jpg x [+

New prediction name

cifar10-train (o)

Figure 5.67: Deepnet image prediction with more than seven classes

The histogram can be exported in PNG format, in a CSV file, or in a JSON file by clicking on the
corresponding icons on the top right.

. In addition to images, deepnets may use other fields, which will be in the prediction form too. As
shown in Figure 5.68, all the fields can be selected, and their input values be set by dragging the
knobs on the sliders or by entering precise values in their input boxes.
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Figure 5.68: Deepnet image prediction form, more fields

Non-selected fields will be considered as having missing values during the prediction.

5.6.2.3 Batch Predictions

BigML batch predictions allow you to make simultaneous predictions for multiple instances. All you need
is the deepnet you want to use to make predictions and a dataset containing the instances you want to
predict. BigML will create a prediction for each instance in the dataset.

Follow these steps to create a batch prediction:

1. Click on BATCH PREDICTION option under the deepnet 1-click action menu (Figure 5.69)
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Figure 5.69: Create batch prediction using 1-click action menu

Alternatively, click on CREATE BATCH PREDICTION in the pop up menu of the list view (Figure 5.70).
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Figure 5.70: Create batch prediction using pop up menu

. Select the dataset containing all the instances you want to predict. The instances should contain
the input values for the fields used by the deepnet as input fields. From this view you can also
select another deepnet from the selector. (See Figure 5.71.)
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Figure 5.71: Select dataset for batch prediction

. After the deepnet and the dataset are selected, the batch prediction configuration options will
appear along with a preview of the prediction output (a CSV file). (See Figure 5.72.) The default
output format includes all your prediction dataset fields and adds an extra column with the class
predicted. See Subsection 5.6.3 for a detailed explanation of all configuration options.
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Figure 5.72: Configuration options for deepnet batch prediction

. By default, BigML generates an output dataset with your batch predictions that you can later find
in your datasets section in the BigML Dashboard. This option is active by default but you can

deactivate it by clicking on the icon shown in Figure 5.73.
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Figure 5.73: Create a dataset from batch prediction

5. After you configure your batch prediction, click on the green button Predict to generate your batch
prediction. (See Figure 5.74.)
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Figure 5.74: Create batch prediction



6. When the batch prediction is created, you will be able to download the CSV file containing all
your dataset instances along with a prediction for each one of them. (See Figure 5.75.)

Sources Datasets ~ Supervised ¥  Unsupervised v ST R WhizzML =

T, eese Diabetes diagnosis | Test (20%) with Diabetes diagno... &. = @
Diabetes Diagnosis | Training (80%) @ Diabetes Diagnosis | Test (20%) @
Configuration [C]

Output preview

jht ,Diabetes

Download batch prediction |I?‘ Output dataset

Figure 5.75: Download batch prediction CSV file

7. If you did not disable the option to create a dataset explained in step 4, you will also be able to
access the output dataset from the batch prediction view. (See Figure 5.76.)
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Figure 5.76: Batch prediction output dataset

5.6.2.3.1 Batch Predictions with Images

Deepnet created from a dataset containing images is a convolutionary neural network (CNN) (See Sub-
section 5.2.1). Because BigML treats images as an input type just like any other data types such as
numeric and text, creating batch predictions using CNN is the same as other deepnets.

The input of a batch prediction is a dataset. The dataset contains mutiple images which was created by
a composite source.
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Figure 5.77: Batch prediction using an image dataset

As shown in Figure 5.77, the input for the deepnet batch prediction is selected as predict-images,
which is a dataset consisting of six images.

Everything stated earlier in current section (Subsection 5.6.2.3) applies.

5.6.3 Configuring Deepnet Predictions

BigML provides several options to configure your batch predictions such as setting a probability threshold
Subsection 5.6.3.1), default values for your missing numeric values (see Subsection 5.6.3.2), fields
mapping (see Subsection 5.6.3.3), and output file settings (see Subsection 5.6.3.4.)

5.6.3.1 Probability threshold

Probability thresholds usually makes sense when you want to minimize false positives at the cost of false
negatives. The positive class will be predicted if its probability is greater than the given threshold, oth-
erwise the following class with greater probability will be predicted instead. This option is only available
for classification deepnets.

To configure a threshold for your batch prediction follow these steps:

1. Select the positive class, i.e., the class for which you want to apply the threshold (Figure 5.78).
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Figure 5.78: Select the positive class

2. Set a probability threshold using the slider shown in Figure 5.79.
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Figure 5.79: Set a probability threshold

3. Click Predict . If the positive class probability is greater than the given threshold, it will be pre-
dicted, otherwise the following class with greater probability will be predicted instead.
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Figure 5.80: Save the prediction

You can also find the same options to set a threshold for batch predictions under the CONFIGURE panel
(see Figure 5.81).
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Figure 5.81: Configure a probability threhsold for batch predictions



5.6.3.2 Default Numeric Value

If the dataset used to make the batch prediction contains instances with missing values for the numeric
fields, the prediction will not be computed for them, unless you built the deepnet enabling the Missing
numerics parameter (see Subsection 5.4.4).

By using the Default numeric value before creating your batch prediction, you can easily replace all
the missing numeric values by the field’s Mean, Median, Maximum, Minimum or by Zero. (See Fig-
ure 5.82.)

New Batch Prediction .
Diabetes diagnosis | Training (80%) X T Diabetes diagnosis | Test (20%) X |T
ol I 0,
EQ o DI $ Diabetes Ill‘
Description: ® Desecription: ®
'ﬁ'a Configure 0]
Select a positive class v Probability threshold:
Positive class: Probability threshold (%): (7]
True v 30
Default numeric value: € | Select adefault value
Excluded fields: Mean ®
Median
1 Minimum
Fields mapping: Zero Default fields ®

Figure 5.82: Configure Default numeric value for batch prediction

5.6.3.3 Fields Mapping

You can specify which input fields of the deepnet match with the fields in the dataset contaning the
instances you want to predict. BigML automatically matches fields by name, but you can also set an
automatic match by field ID by clicking on the green switcher. Additionally, you can manually search for
fields or remove them from the Dataset fields column if you do not want them to be considered during
the batch prediction. (See Figure 5.83.)
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Figure 5.83: Configure the fields mapping for batch prediction

Note: Fields mapping from the BighML Dashboard is limited to 200 fields. For batch predictions
with a higher number of fields, map your fields using the BigML API'¢.

5.6.3.4 Output Settings

Batch predictions return a CSV file containing all your instances and the final predictions. Tune the
following settings to customize your prediction file (see Figure 5.84):

» Separator: this option allows you to choose the best separator for your output file columns. The
default separator is the comma. You can also select the semicolon, the tab, or the space.

* New line: this option allows you to set the new line character to use as the line break in the
generated csv file: “LF”, “CRLF”.

+ Output fields: by clicking on the list icon next to the separator selector, you can include or exclude
all your dataset fields from your output file. You can also individually select the fields you want to
include or exclude using the multiple output fields selector. Note: a maximum of 100 fields can
be displayed in this selector, but all your dataset fields will be included in the output file by
default unless you exclude them.

» Headers: this option includes or excludes a first row in the output file (and in the output dataset)
with the names of each column (input field names, prediction column name, probability column
name, etc.). By default, BigML includes the headers.

+ Prediction column name: customize the name for your predictions column. By default, BigML
takes the name of the deepnet’s objective field.

» Probability: this option allows you to include an additional column with the probability for the
predicted class. By default it is not included in your ouput file. For regression deepnets, you will
find the expected error instead of the probability.

* Probability column name: customize the name for the probability column if you include it in the
output file. BigML sets “probability” as the default name. For regression deepnets, you will find
the expected error column name.

+ All class probabilities: this includes all the probabilities of the objective field classes per instance.
This option will add n extra columns, one by class in the objective field. This option does not exist
for regression deepnets.

Bhttps: //bigml.com/api/batchpredictions#bp_batch_prediction_arguments


https://bigml.com/api/batchpredictions#bp_batch_prediction_arguments
https://bigml.com/api/batchpredictions#bp_batch_prediction_arguments

Excluded fields: ®

1

Fields mapping: Default fields ®
2
Output settings @
Separator: New line:
, [comma) x Unix, Linux or 0S X (LF) v éE
Prediction column name: Probability column name:
- T G
Output Fields:
» Pregnancies 123 » Glucose m » Blood pressure 123
% Skinfold [FE] % Insulin [ 123 NEPCTY] [FE]
» Diabetes pedigree m % Age m » Diabetes m

Figure 5.84: Deepnet output settings for batch predictions

5.6.4 Visualizing Deepnet Predictions

Deepnet predictions visualization changes depending if you are predicting one single instance (Sub-
section 5.6.4.1), or you are predicting multiple instances using the batch predictions option (Subsec-
tion 5.6.4.2).

5.6.4.1 Single Predictions

For single predictions, find the predicted class given the input fields values at the top of the form along
with its probability. (See Figure 5.85.)

Sources Datasets Supervised ¥  Unsupervised ¥ i ERg WhizzML *

o US car accidents_missings | Training (80%) & @ @
Injury Severity: Incapacitating Injury (A) 58.55% i @

Select a positive class v Probability threshold: 50
Allinput fields: [5]
Atmospheric Condition [  Fatalities in crash ™
0
Blowing Sand, Soil, Dirt ) (T 3
Roadway &  Age [
1] 22
Rural-Local Road or Street M 1N &1
Alcohol Results O  PersonType O

Figure 5.85: Deepnet single prediction

Below the prediction, there’s a histogram representing the rest of the objective field class probabilities.
All the class probabilities must sum 100%. Show or hide this view by clicking on the icon highlighted in
Figure 5.86. You can see up to seven different classes at the same time; if you have more than seven
classes, you can see the others by clicking on the arrows icons. Export this view in PNG format, in a
CSV file, or in a JSON file by clicking on the corresponding icons. (See Figure 5.86.)
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Figure 5.86: Deepnet all class probabilities

For regression deepnets, instead of the class probabilities you will get the predicted numeric value for
the objective field.

5.6.4.1.1 Prediction explanation

Prediction explanation helps understand why a deepnet makes a certain prediction. This is very useful
in many applications, and the reasons behind a deepnet’s prediction are often as important as the
prediction itself.

BigML prediction explanation is based on Shapley values. For more information, please refer to this
research paper: A Unified Approach to Interpreting Model Predictions [3].

For any classification or regression deepnet, you can request the explanation for the prediction by click-
ing the prediction explanation icon and then click Predict (see Figure 5.87).


https://proceedings.neurips.cc/paper/2017/hash/8a20a8621978632d76c43dfd28b67767-Abstract.html
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] 20.4

New prediction name

Fictional Wine Sales v1 @

Figure 5.87: Explain prediction

The prediction explanation represents the most important factors considered by the deepnet in a pre-
diction given the input values. Each input value will yield an associated importance, as you can see
Figure 5.88. The importances across all input fields should sum 100%.

Supervised *  Unsupervised - Tasks

s Fictional Wine Sales v1 %. = @

Total Sales: 73.01

PREDICTION EXPLANATION

PP
Input data Importance
Price 20.40 59.27% +
Rating 90.00 36.508% +
Grape Cabemnet S 3.29%
From Oregon? No 0.00%
Country Argentina 0.00%

Figure 5.88: Input field importances

For some input fields you will see a “+” icon next to the importance. This is because the importance
may not be directly associated with the input value, i.e., it can be explained by other reasons. In the
Figure 5.89 below, the importance of 36.58% for the field “Rating” is not explained by this field being
equal to 90.00. Rather, it is because this field value is not missing.
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Figure 5.89: See the detailed explanation

The prediction explanation for deepnets is calculated using the results of over a thousand distinct pre-
dictions using random perturbations of the input data. For this reason, the calculation of the explanation
may take some time to be computed.

Note: the input field importances in the prediction explanation are different from the overall field
importances of the deepnet. A field can be very important for the deepnet but insignificant for a
given prediction.

5.6.4.2 Batch Prediction

After creating your batch prediction, you get a CSV file and, optionally, an output dataset. Both outputs
are explained in the following subsections.

5.6.4.2.1 Output CSV file

The batch prediction generates a CSV file containing your predictions for each of your dataset instances
in the last column. (See Figure 5.90.)

Datasets Supervised ¥ Unsupervised ~ Predictions ~ WhizzML ~

TE_  eese Diabetes diagnosis | Test (20%) with Diabetes diagno... &. =2 @
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Configuration ®

Output preview

,True,1,True
True,1,False

False,1,False
1se,1,False
e

Download batch prediction |I?‘ Output dataset

Figure 5.90: Download batch prediction CSV file



You can configure several options to customize your CSV file. You can find a detailed explanation of
those options in Subsection 5.6.3.4.

See an output CSV file example in Figure 5.91. The column class in this example contains the final
prediction (it is named by default as your deepnet’s objective field). In this case we are predicting
whether a person is a good or a bad candidate for holding a credit. This file has been configured to
contain also the probability for each prediction.

duration,age,amount,purpose,class,probability
24,26,5433,used car,good,0.88785
36,42,8086,new car,bad,0.55526
24,28,1376,radio/tv,good,0.8385
48,31,6758,radio/tv,bad,0.73576
26,30,7966,used car,good,0.7201
12,42,2677,furniture/equipment,good,0.67644
36,30,4455,business,good, 0.52227
18,32,1442,new car,bad,0.75488

9,22,276,new car,good,0.57819

Figure 5.91: An example of a deepnet batch prediction CSV file

5.6.4.2.2 Output Dataset

By default BigML automatically creates a dataset out of your batch prediction. You can disable this
option by configuring your batch prediction. (See Subsection 5.6.3.4.) You will find the output dataset in
your batch prediction view as shown in Figure 5.92.

Datasets ~ Supervised ¥  Unsupervised v ST R WhizzML =

T, eese Diabetes diagnosis | Test (20%) with Diabetes diagno... &. = @
Diabetes Diagnosis | Training (80%) @ Diabetes Diagnosis | Test (20%) @
Configuration [C]

Output preview

s,weight,Dicbetes

Download batch prediction ||(|3‘ QOutput dataset

Figure 5.92: Batch prediction output dataset

In the output dataset, you can find an additional field (named by default as your deepnet’s objective field)
containing the class predicted for each one of your instances. If you configured your batch prediction
to include the prediction probabilities and all class probabilites you will be able to find them in the last
fields of your output dataset. (See Figure 5.93.)



Unsupervised « Predictions ¥ Tasks WhizzML ~

wr B0 coee Diabetes diagnosis | Test (20%) with Diabetes ... . G. =@ @
A Q x
Name & Type 4| Count & Missing & Emors ¢ Histogram
Pregnancies 154 1] 1] IIII..I B
I O O e e e
all 123 154 1] 1]
- .||II|||““““llllnlulun
Slocapressure i o ¢ ¢ III|||I"|"I|II"“||||| I
(111
e TR S 11
[ M |
Insuli [ 123 | 154 o o
e |l|II|I||I||I|I||I....|.. u
BMI 123 154 o o
II|III||I|I||IIII"||II||I m
Diabetes pedi [ 123 | 154 o o
i III|IIIIIIIIIII'“I“IIIIIIIII'
A 123 ] 154 o o
o “"IIIIn||||||||.............
Diabetes ABC 154 o o
Diabetes 154 ] ]
pabilit 123 154 o o
procebity watatldu WA

Figure 5.93: Deepnet batch prediction output dataset

5.6.5 Consuming Deepnet Predictions

You can fully used single and batch predictions via the BigML API and bindings. The following subsec-
tions explain both tools.

5.6.5.1 Using Deepnet Predictions via the BigML API

Deepnet predictions have full citizenship in the BigML API which allows you to programmatically create,
configure, retrieve, list, update, and delete single and batch predictions.

In the example below, see how to create a single prediction using a deepnet and defining the input
data once you have properly set the BIGML_AUTH environment variable to contain your authentication
credentials:

curl "https://bigml.io/prediction?$BIGML_AUTH" \
-X POST \
-H 'content-type: application/json' \
-d '{"deepnet": "deepnet/50650bdf3c19201b64000020",
"input_data": {"000001": 3, "000002":4.5, "000003":5}}}"

For more information on using predictions through the BigML API, please refer to the documentation'®.

5.6.5.2 Using Deepnet Predictions via BigML Bindings

You can also create, configure, retrieve, list, update, and delete single and batch predictions via BigML
bindings which are libraries aimed to make it easier to use the BigML API from your language of choice.

https: //bigml.com/api/predictions
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BigML offers bindings in multiple languages including Python, Node.js, Java, Swift and Objective-C. See
below an example to create a deepnet with the Python bindings.

from bigml.api import BigML

api = BigML()

prediction = api.create_prediction(
"deepnet/50650bdf3c19201b64000020",
{"credit_amount": 5, "duration": 2.5})

For more information on BigML bindings, please refer to the bindings page?’.

5.6.6 Descriptive Information

Each deepnet prediction has an associated name, description, category, and tags. You can find a
brief description of each concept in the following subsections. The MORE INFO menu option displays a
panel that provides editing options. (See Figure 5.94.)

Sources Datasets Supervised ¥ Unsupervised « Predictions ~ WhizzML ~

7. eeee Diabetes diagnosis | Test (20%) with Diabetes diagno... &b. & @O.
DETAILS ®
INFO @®

Name: Category:
Diabetes diagnosis | Test (20%) with Diabetes diagnosis | Training (8... # Healthcare
Description: Tags:
# #

health  predictive diagnosis | diabet
Patient data to prediict diabetes Sl RECCSSSone ERNets

PRIVACY @

Figure 5.94: Deepnet prediction descriptive information

5.6.6.1 Name

If you do not specify a name for your predictions, BigML assigns a default name depending on the type
of predictions:

+ Single predictions: the name always follows the structure “<deepnet name>”.

» Batch predictions: BigML combines your prediction dataset name and the deepnet name: “<deepnet name>
with <dataset name>”.

Prediction names are displayed on the list and also on the top bar of a prediction view. Prediction names
are indexed to be used in searches. Rename your predictions any time from the MORE INFO menu.

The name of a prediction cannot be longer than 256 characters. More than one prediction can have the
same name even within the same project, but they will always have different identifiers.

Onttps://bigml.com/tools/bindings
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5.6.6.2 Description

Each prediction also has a description that it is very useful for documenting your Machine Learning
projects. Predictions take their description from the deepnet used to create them.

Descriptions can be written using plain text and also markdown?'. BigML provides a simple markdown
editor that accepts a subset of markdown syntax. (See Figure 5.95.)

Edit description
You can add formatting and links using a simple markdown language:

BIE®Q

to predict diabetes

Description:

Patient data to predict diabetes

Cancel Update

Figure 5.95: Markdown editor for deepnet descriptions

Descriptions cannot be longer than 8192 characters.

5.6.6.3 Category

A category taken from the deepnet used to create it is associated with each prediction. Categories are
useful to classify predictions according to the domain which your data comes from. This is useful when
you use BigML to solve problems across industries or multiple customers.

A prediction category must be one of the categories listed on table Table 5.1.

5.6.6.4 Tags

A prediction can also have a number of tags associated with it. These tags help to retrieve the prediction
via the BigML API or to provide predictions with some extra information. Your prediction inherits the tags
from the deepnet used to create it. Each tag is limited to a maximum of 128 characters. Each prediction
can have up to 32 different tags.

5.6.7 Deepnet Predictions Privacy

The link displayed in the Privacy panel is the private URL of your prediction, so only a user logged into
your account is able to see it. Neither single predictions nor batch predictions can be shared by using a
secret link. (See Figure 5.96.)

2Thttps://en.wikipedia. org/wiki/Markdown
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Figure 5.96: Deepnet predictions privacy

5.6.8 Moving Deepnet Predictions to Another Project

When you create a prediction, it will be assigned to the same project where the original deepnet is
located. You cannot move predictions between projects as you do with other resources.

5.6.9 Stopping Deepnet Predictions

Single predictions are synchronous resources, so you cannot cancel them during the creation since
you get the result immediately.

By contrast, batch predictions are asynchronous resources, so you can stop their creation before the
task is finished. Use the DELETE BATCH PREDICTION option from the 1-click action menu (Figure 5.97)
or from the pop up menu on the list view.

Datasets Supervised = - Unsupervised = Predictions ~ - i WhizzML =
BT, eocoe Churn in the tel...try | Test (20%) with Churn in the tele... &G, =%
&
Processing...
Your request is being processed and we'll generate a prediction soon

Figure 5.97: Stop deepnet batch prediction from 1-click action menu

A modal window will be displayed asking you for confirmation. If you stop the prediction during its
creation you won'’t be able to resume the same task again, so if you want to create the same prediction
you will have to start a new task.



Are you sure you want to delete this prediction?

If you delete this prediction, you will no longer have access to its data, and you will need to
recreate it.

-
L

Figure 5.98: Deepnet delete prediction confirmation

5.6.10 Deleting Deepnet Predictions

You can DELETE your single or batch predictions from the predictions view, using the 1-click action
menu (see Figure 5.99) or using the pop up menu on the predictions list view (see Figure 5.100).

Predictions ~ WhizzML =

T, sess Churn in the tel...try | Test (20%) with Churn in the tele... &. =@ @

CE‘ BATCH PREDICTION AGAIN

| IlE‘ BATCH PREDICTION WITH ANOTHER DATASET

Churn In The Telecom IndUStry I Training - @ | BATCH PREDICTION USING ANOTHER DEEPMET %, @

[Zf newsatcHPreDicTION
Configuration

Output preview

national plan, mail plan,Numbe mail messages,Total day minutes,Total day
se minutes, Total e Total night nutes,Total night calls,Total
i call hurn, Churn
se,False
False

Download batch prediction |I?‘ Output dataset

Figure 5.99: Deepnet delete prediction from 1-click menu

d Unsup: Predictions ~ WhizzML *
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Iris | Test (20%) with Iris | Training (80%:) I—E‘Q VIEW DETAILS Species 30 1w Bd
Iris - missing Species 30 2w 5d
Iris - missing Species 30 2w 5d
Iris dataset Species 30 2w 5d

Figure 5.100: Deepnet delete prediction from pop up menu



A modal window will be displayed asking you for confirmation. Once a prediction is deleted, it is perma-
nently deleted, and there is no way you (or even the IT folks at BigML) can retrieve it.

Are you sure you want to delete this prediction?

If you delete this prediction, you will no longer have access to its data, and you will need to
recreate it.

o
L

Figure 5.101: Deepnet delete prediction confirmation

5.7 Consuming Deepnet

Similarly to other models in BigML, deepnets are white-boxed models, so you can download them and
used them locally to make predictions. You can also create and consume your deepnet programmatically
via the BigML API and bindings. The following subsections explain those three options.

5.7.1 Downloading Deepnet

You can download your deepnet in several programming languages including Python or Node.js. By
downloading your deepnet you will be able to compute predictions locally, free of latency and at no
cost. Click on the download icon in the top menu (see Figure 5.102), and select your preferred option
(see Figure 5.103.)

Predictions Tasks

Unsupervised ~

e B9 ceee Diabetes diagnosis dataset | Training (80%] B @ & @4 ©

3 ADAM 0.002 TRUE DIABETES 614
Y| sw 12 B 440340 £ 0
True Probability
w
GEE———— .,

50.7% 0% =

Figure 5.102: Click download icon



Actionable Deepnet Download

Complete actionable deepnet:

Python —

Node.js

Close

Figure 5.103: Select language to download deepnet

5.7.2 Using Deepnets Via the BigML API

Deepnets have full citizenship in the BigML APl which allows you to programmatically create, configure,
retrieve, list, update, delete, and use them for predictions.

In the below example, see how to create a deepnet using an existing dataset once you have properly
set the BIGML_AUTH environment variable to contain your authentication credentials:

curl "https://bigml.io/deepnet?\$BIGML_AUTH" \
-X POST \
-H 'content-type: application/json' \
-d '{"dataset": "dataset/50650bdf3c19201b64000020"}"

For more information on using deepnet through the BigML API, please refer to the documentation??.

5.7.3 Using Deepnets Via the BigML Bindings

You can also create and use deepnets via BigML bindings which are libraries aimed to make it easier to
use the BigML API from your language of choice. BigML offers bindings in multiple languages including
Python, Node.js, Java, Swift and Objective-C. See below an example to create a deepnet with the Python
bindings.

from bigml.api import BigML
api = BigML()
deepnets = api.create_deepnet (
'dataset/57506c472275c1666b004b10"', {"objective_field":"churn"})

For more information on BigML bindings, please refer to the bindings page?*.

22nttps://bigml.com/api/deepnets
Znttps://bigml.com/tools/bindings
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5.8 Deepnet Limits

Some specific limits apply for your deepnets regarding your dataset field characteristics (see Sub-
section 5.8.0.1) and the visualization, i.e. to the deepnet Partial Dependence Plot, depending on the
number of classes in the objective field and the number of input fields in your dataset (see Subsec-
tion 5.8.1).

Note: the visualization limits just affect to the visualization of the model, i.e., despite your dataset
reach those limits, you can still creating the deepnet, evaluating it and using it to make predic-
tions.
5.8.0.1 Field Limits
Deepnets, similarly to other BigML models, has the following limitations according to the type of field:

+ Classes: a maximum number of 1,000 distinct classes per field is allowed.

+ Terms: BigML can handle up to 1,000 terms in total. If multiple text fields are defined, then the
token limit per field is evenly divided by the number of text fields evenly, e.g., a dataset with two
text fields would result in 500 terms per text field. BigML selects those terms with most significant
frequency, discarding both those that appear either too often or too infrequently. A maximum of
256 characters per term is allowed.

* Items: a maximum number of 10,000 distinct items per field is allowed.

5.8.1 PDP Limits

There are some circumstances under which your chart cannot be displayed:

+ As the PDP only supports numeric and categorical fields for the axes, if your deepnet only
contains text, or items fields, the PDP cannot be displayed.

+ If your deepnet contains more than 100 fields the top 100 fields will be included as input fields
ranked by importance. The rest of fields will be excluded from the view.

« If your deepnet contains more than 200 categories in the objective field, the PDP cannot be
displayed.

5.9 Descriptive Information

Each deepnet has an associated hame, description, category, and tags. The following subsections
provide a brief description for each concept. In Figure 5.104, you can see the options the MORE INFO
menu provides to edit them.
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Figure 5.104: Edit deepnet descriptive information

5.9.1 Deepnet Name

Each deepnet has a name that is displayed in the deepnet list view and also on the top bar of the deepnet
view. Deepnet’'s names are indexed to be used in searches. When you create a deepnet, it gets a default
name which is your dataset name. Change it using the MORE INFO menu option on the right corner of
the deepnet view. The name of a deepnet cannot be longer than 256 characters. More than one deepnet
can have the same name even within the same project, but they will always have different identifiers.

5.9.2 Deepnet Description

Each deepnet also has a description that it is very useful for documenting your Machine Learning
projects. Deepnets take the description of the datasets used to create them by default.

Descriptions can be written using plain text and also markdown?*. BigML provides a simple markdown
editor that accepts a subset of markdown syntax. (See Figure 5.105.)

24nttps://en.wikipedia. org/wiki/Markdown
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Edit description
You can add formatting and links using a simple markdown language:

BIE®O

to predict diabetes

Description:

Patient data to predict diabetes

Cancel Update

Figure 5.105: Markdown editor for deepnet descriptions

Descriptions cannot be longer than 8192 characters and can use almost any character.

5.9.3 Deepnet Category

A category, taken from the dataset used to create it, is associated with each deepnet. Categories are
useful to classify deepnet according to the domain which your data comes from. This is useful when you
use BigML to solve problems across industries or multiple customers.

A deepnet category must be one of the 24 categories listed on Table 5.1.



Table 5.1: Categories used to classify deepnet by BigML

Category

Aerospace and Defense

Automotive, Engineering and Manufacturing

Banking and Finance

Chemical and Pharmaceutical

Consumer and Retalil

Demographics and Surveys

Energy, Oil and Gas

Fraud and Crime

Healthcare

Higher Education and Scientific Research

Human Resources and Psychology

Insurance

Law and Order

Media, Marketing and Advertising

Miscellaneous

Physical, Earth and Life Sciences

Professional Services

Public Sector and Nonprofit

Sports and Games

Technology and Communications

Transportation and Logistics

Travel and Leisure

Uncategorized
Utilities

5.9.4 Deepnet Tags

A deepnet can also have a number of tags associated with it that can help to retrieve it via the BigML
API or to provide deepnet with some extra information. A deepnet inherits the tags from the dataset
used to create it. Each tag is limited to a maximum of 128 characters. Each deepnet can have up to 32
different tags.

5.9.5 Deepnet Counters

For each deepnet, BigML also stores a number of counters to track the number of other resources that
have been created using the deepnet as a starting point. In the deepnet view, you can see a menu
option that displays counters for evaluations, single and batch predictions. It also allows you to quickly
jump to all the resources of one type. (See Figure 5.106.)

Sources Datasets Supervised ~ Unsupervised = Predictions « Tasks WhizzML -
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Figure 5.106: Counters for deepnet



5.10 Deepnet Privacy

Privacy options for a deepnet can be defined in the More Info panel, displayed in Figure 5.107. There
are two levels of privacy for BigML deepnets:
+ Private: only accessible by authorized users (the owner and those who have been granted access
by him or her).
» Shared: accessible by any user with whom the owner shares the secret link.

Sources [BEIEEE Supervised ¥ Unsupervised * Predictions * Tasks WhizzML =
= AP, ecee Diabetes diagnosis | Training (80%) &b. & @.
DETAILS (C]
INFO (C]
PRIVACY @
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&[> <iframe sre="https://tropo.dev.bigml.com/embedded/deepnet/gELOUN3rO6KHfT1 pDmOIny...

Figure 5.107: Deepnet privacy

5.11 Moving Deepnets to Another Project

When you create a deepnet, it will be assigned to the same project where the original dataset is located.

Deepnets can only be assigned to a single project. However, you can move deepnets between projects.
The menu option to do this can be found in two places:
1. In the deepnet list view, click the MOVE TO... option within the 1-click action menu and select
another project or create a new one. (See Figure 5.108.)
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Figure 5.108: Change project from 1-click action menu

2. In the deepnet list view, click the MOVE TO... option within the pop up menu and select another

project or create a new one. (See Figure 5.109.)
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Figure 5.109: Change project from pop up menu

5.12 Stopping Deepnets

You can stop the creation of a deepnet before the task is finished by clicking the DELETE DEEPNET option
from the 1-click action menu (see Figure 5.110), or from the pop up menu in the deepnet list view (see
Figure 5.111).

Datasets Unsupervised ¥ Predictions ks WhizzML ~

=T §. eeco rossmann_20%sample_300_stores . (=2

processingcataset (NN

Processing...

Your dataset is being processed and we'll generate a deepnet soon

Figure 5.110: Stop deepnet creation from 1-click action menu
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Figure 5.111: Stop deepnet creation from pop up menu

A modal window will be displayed asking you for confirmation. If you stop the deepnet during its creation
you won’t be able to resume the same task. If you want to create the same deepnet, you will have to
start a new task.

Are you sure you want to delete this deepnet?

If you delete this deepnet, you will no longer have access to it, and you will need to recreate it from
your datasets.

-
e

Figure 5.112: Confirmation message to delete a deepnet

5.13 Deleting Deepnets

You can delete your deepnet by clicking in the DELETE DEEPNET option from the 1-click action menu
(see Figure 5.113) or using the pop up menu on the deepnet list (see Figure 5.114).
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Figure 5.113: Delete deepnet from 1-click action menu
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Figure 5.114: Delete deepnet from pop up menu

A modal window will be displayed asking you for confirmation. Once a deepnet is deleted, it is perma-
nently deleted, and there is no way you (or even the IT folks at BigML) can retrieve it.

Are you sure you want to delete this deepnet?

If you delste this deepnet, you will no longer have access to it, and you will need to recreate it from
your datasets.

e, ETED

Figure 5.115: Confirmation message to delete a deepnet



5.14 Takeaways

This chapter explains deepnets in detail. Here is a list of key points:

» A deepnet is a supervised Machine Learning algorithm used to solve classification and regression
problems.

» A deepnet is built from a dataset available in BigML and used to make an evaluation, a single
prediction, or a batch prediction. (See Figure 5.116.)

* You can create a deepnet with just one click or configure it as you wish. BigML provides several
configuration options before creating your deepnet.

+ To create a deepnet you need a dataset containing at least one categorical or numeric field.
+ If you do not specify any objective field, BigML will take the last valid field in your dataset.

+ BigML allows you to include your numeric fields’ missing values as valid values to train your deep-
net.

» The PDP view provides a visual way to analyze a field impact on predictions given certain values
for the rest of the fields.

* You get all the objective field class probabilities along with the predicted class.
* You need to evaluate your deepnet performance using data that the model has not seen before.
» The ultimate goal in building a deepnet is being able to make predictions with it.

+ BigML allows you to quickly make predictions for single instances by providing a form containing
the fields used by the deepnet, so you can easily set the input data and get an immediate response.

+ BigML batch predictions allow you to make simultaneous predictions for multiple instances. All you
need is the deepnet you want to use to make predictions and a dataset containing the instances
for which you want to obtain predictions.

* You can configure your batch predictions output file settings.

* You can download your deepnet to perform local predictions.

* You can add descriptive information to your deepnets (name, description, tags, and category).
* You can move your deepnets between projects.

+ You can share your deepnets with other people using the secret link.

* You can stop your deepnet creation by deleting it.

* You can permanently delete an existing deepnet.
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Figure 5.116: Deepnet Workflow



Fusions

6.1 Introduction

There are many Machine Learning problems that can be solved using supervised Machine Learning
techniques. These techniques solve problems that require the prediction of an output variable (objective
field) given a number of input variables (input fields). These problems can be classified into two groups:
classification problems if you need to predict a category (label or class) or regression problems if the
output is a continuous value (a real number).

Classification and regression problems can be solved using multiple Machine Learning methods in
BigML, such as models, ensembles, logistic regressions, and deepnets. These methods are explained
in Chapter 1, Chapter 2, Chapter 4, and Chapter 5 respectively. Depending on the problem you are
trying to solve and the data available, some techniques may perform significantly better than others. Fu-
sions combine these Machine Learning models and average their predictions to balance out the
individual weaknesses of the single models and yield a better performance. Fusions are based on the
same “wisdom of the crowds” principle as ensembles under which the combination of multiple models is
often more performant than any of its individual models. The component models have to be as accurate
and diverse as possible. See Section 6.2 for more details.

This chapter contains a comprehensive description of BigML'’s fusions including how they can be created
(Section 6.3), all configuration options available (Section 6.4), and the different visualizations provided
by BigML (Section 6.5). See Section 6.6 for an explanation of how fusions can be used to make pre-
dictions. You can also export your fusions in different formats to make local predictions faster at no cost
(Subsection 6.7.1). The process to evaluate your fusions’ predictive performance in BigML is explained
in a different chapter (Chapter 7).

On BigML, the third tab of the main menu of the Dashboard allows you to list all your available fusions.
The fusion list view (Figure 6.1), details the Name, the objective field Type (classification or regression),
the Objective (objective field name), Age (time elapsed since it was created), and number of evalu-
ations, predictions, and batch predictions that have been created using that fusion. The SEARCH
menu option in the top right corner of the fusion list view allows you to search your fusions by name or
ID" (using the syntax “id:” followed by the fusion ID). You can also search a fusion by the parameters
used to create it by typing in the search box the syntax “config:” followed by the parameters you are
looking for.

Thttps://support .bigml.com/hc/en-us/articles/360000029074-How-do-I-refer-to-my-resources-in-BighML-
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Figure 6.1: Fusion list view

By default, when you first create an account at BigML, or every time that you start a new project, your
list of fusions will be empty. (See Figure 6.2.)

Sources Datasets Supervised - Unsupervised +  Pradictions »  Tasks WhizzML -

Fusions gg' il o @&.
Name Type Objective ﬁ
Show | 10 fusions Mo fusions

Figure 6.2: Empty Dashboard fusion view

Finally, in Figure 6.3 you can see the icon used to represent a fusion.

Figure 6.3: Fusion icon

6.2 Understanding Fusions

BigML fusions combine multiple Machine Learning models, ensembles, logistic regressions, and
deepnets and average their predictions to balance out the individual weaknesses of the single models
and yield a better performance. Fusions are based on the assumption that the combination of multiple
models often outperfoms the component single models. We can see fusions as an heterogeneous
ensemble composed by different types of models instead of just decision trees.



For fusions to improve upon the individual model performance, the component models have to be as
accurate and diverse as possible. If you use several identical models or models with sub-par perfor-
mance, the fusion will not be able to improve the results of the models. Although for many cases the
gains in performance may not be huge, fusions have other advantages such as the fact that they are
usually more stable than single models and the model errors tend to be smoothed out across the entire
input space. For problems in which every small gain in model performance measures counts, fusions
can be a quick solution because they are so easy to execute on BigML.

Fusions can solve classification and regression problems on BigML. For classification problems, fusions
average the per-class probabilities across all the component models. The class with the highest prob-
ability is predicted. For regression models, the final prediction is the result of averaging the per-model
predicted values. These methods to combine single model predictions and return an output is equivalent
to the ensembles “probability” method (see Subsection 2.6.3.2).

You need at least one existing supervised model to create a fusion. The component models of a fusion
must have a compatible categorical or numeric objective field (see Subsection 6.2.1). The models can
be built using different datasets and different input fields. If two fields from different models have the
same name, they will be considered the same field to create the fusion. The per-field importances from
the components models will be average to create the fusion field importances (see Subsection 6.2.2).

6.2.1 Fusion Objective Field

All the models composing the fusion must have the same objective field. BigML checks that two models
have the same objective field by ensuring the objectives have the same field optype (numeric or cate-
gorical) and the same name (if you create a fusion from the BigML API? the field ID instead of the name
will be used to validate the compatibility of two objective fields). You can select models with different
objective field names (see Subsection 6.4.2) if they are compatible.

6.2.2 Fusion Field Importances

The fusion field importances are calculated by averaging the per-field importances of the following com-
ponent models: decision trees, ensembles and deepnets. These averages are normalized so the
sum of all field importances is 100%. Logistic regressions are excluded from this calculation since the
field importances cannot be calculated for them. If the fusion is only composed by logistic regression
models, it will not have importances.

6.3 Creating Fusions

You need at least one model to create a fusion. You can use several options depending if you want to
select multiple models of one type or few models of different types to create a fusion:

+ If you want to use a single decision tree, ensemble, logistic regression or deepnet, you can click
on the CREATE FUSION option from the model 1-click action menu (see Figure 6.4) or from the
pop up menu on the list view (see Figure 6.5):

%https: //bigml.com/api/fusions
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Figure 6.5: Create fusion from pop up menu

« If you want to select multiple decision trees, ensembles, logistic regressions or deepnets at the
same time, you can click on the CREATE FUSION option from the list view (see Figure 6.6).
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Figure 6.6: Create fusion from model list views

When you select one model from the list, you will only be able to select other compatible models,
i.e., those models with the same objective field type and name. The rest of models will not be
selectable (see Figure 6.7).
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Figure 6.7: Select models with the same objective field

* You can also select multiple models from the OptiML view and click on the Create fusion button
(see Figure 6.8).
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Figure 6.8: Select models from the OptiML table

+ If you want to create a new fusion using the same models of another existing fusion, you can click
on the CREATE FUSION USING THIS ONE option from the fusion 1-click action menu. This option
is very useful to iterate your existing fusions.

Sources Datasets Supervised ~ Unsupervised +  Pradictions =  Tasks WhizzML ~

Titanic Survival B ¢ & =~ @
| PREDICT ‘

7=
& BaTCHPREDICTION
| EE" evaLuaTE I

H = & e

&' DELETEFUSION

1 SURVIVED

ES
Y B2 MOVETO...
Y | Joined [ asc - 3 ]
PREDISTTON
- Probability
[ ToTAL
. L |
min max
FALSE
TRUE
Allclasses x

Figure 6.9: Create fusion using another fusion

All of the above options will redirect you to the fusion creation view (see Figure 6.10). From this view,
you can select more models and configure the fusion parameters. See a detailed explanation of these
options in Section 6.4.
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Figure 6.10: Fusion creation view

6.4 Fusion Configuration Options

From the fusion creation view, you can select more models or remove the existing ones (Subsec-
tion 6.4.1), remove the objective field filter (Subsection 6.4.2) and configure the model weights (Sub-
section 6.4.3).

6.4.1 Models

Select up to 1,000 models, ensembles, logistic regressions, and/or deepnets to create your fusion. You
can also use existing fusions to include them in a new fusion.

Click on the model icon you want and type the model name in the selector (see Figure 6.11). You can
also select models created using OptilML by clicking the option “Show OptiML models”. By enabling this
option, only OptiML models will be listed in the selector.
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Figure 6.11: Search for models

The selected models will be shown below (see Figure 6.12) and you can remove them or assign them
different weights (see Subsection 6.4.3). All the selected models must have compatible objective fields;



otherwise, the fusion creation will fail. When you select the first model, the rest of models will be filtered
by the same objective type (numeric or categorical) and the same objective name. You can remove the
filter in case you want to select models with different objective field names (see Subsection 6.4.2).
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Figure 6.12: Selected models

6.4.2 Obijective Field

-$- Diabetes
$- Diabetes
.$. Diabetes
$ Diabetes

Reset

@ Diabetes

Weight:
Weight:
Weight:

Weight:

The objective field, or “target field”, is the field you want to predict. Fusions support categorical and
numetic fields as the objective field. All the models selected to create a fusion must have compatible

obejctive fields.

BigML takes the first model objective field type and name to filter the rest of models available in the

selector (see Figure 6.13).
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Figure 6.13: The model search will be filtered by the objective field name

You can remove this filter and select models with different objective field names (see Figure 6.14.
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Figure 6.14: Remove the objective field filter to select models with different objective
field names

When you remove the filter and select a new model with a different objective field name, you can choose
which objective field from the selected models you want to use for the filter, if any.
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Figure 6.15: Select which objective field you want to use to select more models

6.4.3 Weights

You can assign different weights to the selected models before creating the fusion. At the prediction
time, BigML will perform a weighted average of all model predictions taking into account each model
weight. Therefore, if a model has a weight of 2 (while the rest of models have a weight of 1) this model’s
predictions will count double. You can assign weights of 0 if you do not want a model to have any impact
on the final predictions.
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Figure 6.16: Assign weights to the models

6.4.4 Creating Fusions with Configured Options

After finishing the configuration of your options, you can change the default fusion name in the editable
text box. Then you can click on the Create fusion button to create the new fusion, or reset the configu-
ration by clicking on the Reset button.
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Figure 6.17: Create fusion after configuration



6.4.5 API Request Preview

The API Request Preview button is in the middle on the bottom of the configuration panel, next to

the Reset button (See (Figure 6.17)). This is to show how to create the fusion programmatically: the
endpoint of the REST API call and the JSON that specifies the arguments configured in the panel.
Please see (Figure 6.18) below:

API request preview — Eg:l
APl endpoint: /fusion
1-{
Z- 'models”: [
3~ {
4 ‘1d": "model/5e8f5bb528elf400a1001201",
'weight": 2
1
- {
"1d": "ensemble/5e8f5bf@28elf40aab0Rar4r",
9 'weight": 1
I
17 ~ {

Check the full list of arguments in the API documentation

Figure 6.18: Fusion API request preview

There are options on the upper right to either export the JSON or copy it to clipboard. On the bottom
there is a link to the API documentation for fusions, in case you need to check any of the possible values
or want to extend your knowledge in the use of the API to automate your workflows.

Please note: when a default value for an argument is used in the configuration, the argument won’t
appear in the generated JSON. Because during API calls, default values are used when arguments are
missing, there is no need to send them in the creation request.

6.5 Visualizing Fusions

After creating your fusion, you will be able to analyze the results with BigML’s unique visualization: a
Partial Dependence Plot (PDP) to examine how the input fields impact the objective field (see Subsec-
tion 6.5.1). You will also be able to find the models composing the fusion under the model list tab (see
Subsection 6.5.2).

Switch from the PDP view to the model list view by clicking on the icons in the top bar menu of the fusion
view (see Figure 6.19).
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Figure 6.19: Switch from PDP to model list views

6.5.1 Fusion Partial Dependence Plot

The chart view is composed of three main parts: the CHART itself, the PREDICTION legend and the
INPUT FIELDS form. (See Figure 6.20.) You can find a detailed explanation of each one below.
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Figure 6.20: Fusions chart view parts

» The CHART allows you to view the impact of the input fields on the objective field predictions.
You can select a different input field for each axis and the predictions are represented in different
colors on the heat map. You can select numeric or categorical fields for the axis and inspect the
axis values in the grey area next to the selector. You can switch the axis by clicking on the option
on top of the chart area (see Figure 6.21).



Supervised ~ Unsupervised = Predictions = Tasks WhizzML =

8| seas Diabetes diagnosis | Training (70%)'s B ® & =- @
& DIABETES a FALSE
Y | B 123 v 356460  #) 3
PREDICTION
True Probability
w
[,
50.1% 92.6%
F -——
L]
All classes v
IF NPUT FIELDS Allfields: (]
Pregnancies O
0
3
Blood pressure a
0 152
69
X | Glucose 123 v 152.8809  # Skinfold O

0

)
]

Figure 6.21: Select fields for your fusion PDP axis

You can freeze the view by pressing Shift and release it again by pressing Escape from your

keyboard. When the view is frozen, an edition icon will appear so you can edit the axis values and
obtain a prediction for another desired value. You can see the predictions in the legend to the right.

The PREDICTION legend allows you to visualize the objective field classes (classification fu-
sions) or the predicted value (regression fusions). For classification, each class is represented
by a color, the main probability color bar at the top is the probability for the predicted class. By
default, colors are shaded according to the prediction range shown in the chart area. That way,
smaller differences in predictions are easier to perceive. However, you can choose to see the color
shading according to the total range of possible values for the objective field by clicking on the
icon next to the prediction bar Total (see Figure 6.22). You can also select to see only one of the
classes using the class selector at the bottom of the legend.
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Figure 6.22: Prediction legend

Freeze this view by pressing Shift , and release it again by pressing Escape from your keyboard.

+ Below the chart legend, you can find the INPUT FIELDS form (see Figure 6.23). You can configure
the values for any numeric, categorical, text or items field. By changing their values, you can see
the predictions changing in real-time. You can also select or disable your input fields, so they will
be treated as missing values. If your fusion contains models, ensembles or deepnets, you will be
able to see each field importance and order the fields from the highest to lowest importance. If
your fusion only contains logistic regressions, the fields will not have importances.
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Figure 6.23: Configure the values for other input fields

Note: if any of the models composing the fusion fail to calculate the prediction (e.g., if a logis-
tic regression is trained without missing numerics it will fail for predictions that have missing
numeric values). BigML will use the other models to return a result instead of returning an error.

Moreover, the chart includes a reset option for your input fields values, and an export option to download
your chart in PNG format explained below:

+ After selecting the fields for the axis or configuring the input fields values, you can set them again
to the default view by clicking the reset icon highlighted in Figure 6.24.
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Figure 6.24: Reset the values for the input fields

+ You can also export your chart in PNG format with or without legends. Freeze the view by pressing
Shift from your keyboard and export the chart to get the prediction values in the legend. Release

the view by pressing Escape .
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Figure 6.25: Export chart as image with or without legends

Note: there are some limitations for the number of classes of the objective field and the number
of input fields to visualize your fusion in the chart (explained in Section 6.8).

6.5.2 Fusion Model List

The model list contains all the models composing the fusion. You can see the model number (this is the
order in which you selected the models to create the fusion), the model type icon, the model name, the
model configuration options, and the model weights (see Subsection 6.4.3 for an explanation about the
weights). If you click on the model name, you will be taken to that model view. You can filter this list by
model type by clicking on the icons shown in Figure 6.26.
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Figure 6.26: Fusion model list view

6.6 Fusion Predictions

6.6.1 Introduction

The ultimate goal in building a fusion is being able to make predictions with it. On BigML, you can
make predictions for single instances or for many instances in batch. Each prediction comes with a
measure indicating the prediction confidence. For regression problems, the expected error is provided
along with the predicted value, for classification problems the vector of probabilities per class is returned
(a percentage ranging from 0% to 100%).

The predictions tab in the main menu of the BigML Dashboard is where all your saved predictions are
listed. (see Figure 6.27). You can search your predictions by name clicking on the search option on the
top menu. In the predictions list view, you can see the fusion icon used for each prediction, the Name of
the prediction, the Objective (objective field name), the Prediction (the prediction result), and the Age
(time since the prediction was created).
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Figure 6.27: Predictions list view

When you first create an account on BigML, or every time that you start a new project, your list of
predictions will be empty (see Figure 6.28).
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Figure 6.28: Empty predictions list view

Fusion predictions are saved under the CLASSIFICATION & REGRESSION option in the menu (see Fig-
ure 6.29).
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Figure 6.29: Menu options of the predictions list view

Select the list for your single instances predictions or your batch predictions by clicking on the corre-
sponding icons. (See Figure 6.30 and Figure 6.31.)



Figure 6.30: Single predictions icon
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Figure 6.31: Batch predictions icon

6.6.2 Creating Fusion Predictions
BigML provides two options to predict with your fusions explained in the following subsections:
* PREDICT: to predict a single instance

* BATCH PREDICTION: to predict multiple instances in batch.

6.6.2.1 Predict

BigML allows you to quickly make predictions for single instances by providing a form containing the
input fields used by the fusion, so you can easily set the values and get an immediate response.

Follow these steps to create a single prediction:

1. Click PREDICT in the fusion 1-click action menu. (See Figure 6.32.)
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Figure 6.32: Predict using the 1-click action menu

Alternatively, click PREDICT in the pop up menu in the list view. (See Figure 6.33.)
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Figure 6.33: Predict using the pop up menu
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2. You will be redirected to the prediction form where you will find all the fields used by the fusion

as input fields. (See Figure 6.34.)
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Figure 6.34: Fusion prediction form
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3. Select the fields to be used for your prediction, set the input values for your selected fields and



click Predict . Non-selected fields will be considered as missing values during the prediction. See
the prediction at the top of the view along with the rest of the class probabilities (Figure 6.35). Hide
or display the histogram view containing the rest of your class probabilities. You can download
all the probabilities in PNG, CSV or JSON format by clicking on the corresponding icons. (See
Subsection 6.6.4.1.)
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Figure 6.35: Fusion prediction

BigML predictions are synchronous, i.e., when you send the input data, you get an immediate
response.

4. Your prediction is automatically saved and you can find it in the predictions list view.

For regression fusions, the process is the same, but instead of the predicted classes and the prob-
abilities you get a numeric value for the objective field along with an expected error as the certainty
measure.

Note: this option is only available from the BigML Dashboard for fusions with less than 100 fields.
If you want to perform single instance predictions for a higher number of fields, use the BigML
APIS,

Shttps: //bigml.com/api/predictions
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6.6.2.2 Batch Predictions

BigML batch predictions allow you to make simultaneous predictions for multiple instances. All you need
is the fusion you want to use to make predictions and a dataset containing the instances you want to
predict. BigML will create a prediction for each instance in the dataset.

Follow these steps to create a batch prediction:
1. Click on BATCH PREDICTION option under the fusion 1-click action menu (Figure 6.36)
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Figure 6.36: Create batch prediction using 1-click action menu

Alternatively, click on CREATE BATCH PREDICTION in the pop up menu of the list view (Figure 6.37).
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Figure 6.37: Create batch prediction using pop up menu

2. Select the dataset containing all the instances you want to predict. The instances should contain
the input values for the fields used by the fusion as input fields. From this view you can also select
another fusion from the selector (see Figure 6.38).
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Figure 6.38: Select dataset for batch prediction

3. After the fusion and the dataset are selected, the batch prediction configuration options will
appear along with a preview of the prediction output (a CSV file) (see Figure 6.39). The default
output format includes all your prediction dataset fields and adds an extra column with the class
predicted. See Subsection 6.6.3 for a detailed explanation of all configuration options.
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Figure 6.39: Configuration options for fusion batch prediction

4. By default, BigML generates an output dataset with your batch predictions that you can later find
in your datasets section of the BigML Dashboard. This option is active by default but you can
deactivate it by clicking on the icon shown in Figure 6.40.
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Figure 6.40: Create a dataset from batch prediction

After you configure your batch prediction, click on the green button Predict to generate your batch

prediction.

. When the batch prediction is created, you will be able to download the CSV file containing all your
dataset instances along with a prediction for each one of them. If you did not disable the option to
create a dataset previously explained, you will also be able to access the output dataset from the
batch prediction view (see Figure 6.41).
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Figure 6.41: Download batch prediction CSV file and output dataset



6.6.3 Configuring Fusion Predictions

BigML provides several options to configure your batch predictions such as the missing strategy (see
Subsection 6.6.3.1), setting a probability threshold (see Subsection 6.6.3.2), default values for your
missing numeric values (see Subsection 6.6.3.3), fields mapping (see Subsection 6.6.3.5), and output
file settings (see Subsection 6.6.3.6).

6.6.3.1 Missing Strategies

This option is available only when the fusion contains models and/or ensembles since the missing
strategy has no effect for logistic regressions or deepnets.

When you create a new prediction, BigML will automatically navigate through the corresponding model
or ensemble to find the leaf node that best classifies the new instance. However, it may just so happen
that your new data (the instances you want to predict) does not have populated values for all the fields
used in building the original ensemble. For example, imagine that you are trying to predict diabetes and
you have the patient’s glucose level and BMI (Body Mass Index) but not his blood pressure. If the model
or ensemble arrives at a node where the blood pressure level is required, BigML can handle this missing
value by using one of these two strategies:

+ Last prediction: it returns the prediction value and probability of the parent node.

» Proportional: it combines all predictions beneath the current node based on the data distribution
of their child nodes in order to compute the prediction value and probability.

For single predictions you can select either Missing strategies by clicking in the icons shown in Fig-
ure 6.42.
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Figure 6.42: Missing strategies for fusion single predictions

For batch predictions you can find both options under the configuration panel as shown in Figure 6.43.
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Figure 6.43: Missing strategies for fusion batch predictions

6.6.3.2 Probability threshold

Probability thresholds usually makes sense when you want to minimize false positives at the cost of
false negatives. The positive class will be predicted if its probability is greater than the given threshold;
otherwise, the following class with greater probability will be predicted. This option is only available for
classification fusions.

Follow these steps to configure a threshold for your batch prediction:

1. Select the positive class, i.e., the class for which you want to apply the threshold (Figure 6.44).
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Figure 6.44: Select the positive class

2. Set a probability threshold using the slider shown in Figure 6.45 and click Predict .
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Figure 6.45: Set a probability threshold

3. If the positive class probability is greater than the given threshold, it will be predicted; otherwise,
the following class with greater probability will be predicted.
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Figure 6.46: Get the prediction

You can also find the same options to set a threshold for batch predictions under the CONFIGURE panel
(see Figure 6.47).
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Figure 6.47: Configure a probability threhsold for batch predictions

6.6.3.3 Default Numeric Value

By using the Default numeric value before creating your batch prediction, you can easily replace all

the missing numeric values in the dataset by the field’'s Mean, Median, Maximum, Minimum or by Zero
(see Figure 6.48).
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Figure 6.48: Configure Default numeric value for batch prediction

6.6.3.4 Excluded Fiels

This option allows you to exclude a set of fields from the prediction calculation but at the same time keep
them in the output file and dataset (see Figure 6.49).
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Figure 6.49: Exclude fields from the fusion prediction



6.6.3.5 Fields Mapping

You can specify which input fields of the fusion match with the fields in the dataset contaning the in-
stances you want to predict. BigML automatically matches fields by name, but you can also set an
automatic match by field ID by clicking on the green switcher. Additionally, you can manually search for
fields or remove them from the Dataset fields column if you do not want them to be considered during
the batch prediction (see Figure 6.50).
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Figure 6.50: Configure the fields mapping for batch prediction

Note: Fields mapping from the BigML Dashboard is limited to 200 fields. For batch predictions
with a higher number of fields, map your fields using the BigML API*.

6.6.3.6 Output Settings

Batch predictions return a CSV file containing all your instances and the final predictions. Tune the
following settings to customize your prediction file (see Figure 6.51):

» Separator: this option allows you to choose the best separator for your output file columns. The
default separator is the comma. You can also select the semicolon, tab, or space.

* New line: this option allows you to set the new line character to use as the line break in the
generated csv file: “LF”, “CRLF”.

“https: //bigml.com/api/batchpredictions#bp_batch_prediction_arguments
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Output fields: by clicking on the list icon next to the separator selector, you can include or exclude
all your dataset fields from your output file. You can also individually select the fields you want to
include or exclude using the multiple output fields selector. Note: a maximum of 100 fields can
be displayed in this selector, but all your dataset fields will be included in the output file by
default unless you exclude them.

Headers: this option includes or excludes a first row in the output file (and in the output dataset)
with the names of each column (input field names, prediction column name, probability column
name, etc.). By default, BigML includes the headers.

Prediction column name: customize the name for your predictions column. By default, BigML
takes the name of the fusion’s objective field.

Probability: this option allows you to include an additional column with the probability for the
predicted class. By default it is not included in your ouput file. For regression fusions, you will find
the expected error instead of the probability.

Probability column name: customize the name for the probability column if you include it in the
output file. BigML sets “probability” as the default name. For regression fusions, you will find the
expected error column name.

Individual model predictions: this includes all the per-model predictions composing the fusion.
That will add a column per model, named <prediction_name>_n where n is the position of the
model in the model list in the fusion, starting at 1.

All class probabilities: this includes all the probabilities of the objective field classes per instance.
This option will add n extra columns, one by class in the objective field. This option does not exist
for regression fusions.

Field importances: this option allows you to include a column for each of the field relative impor-
tances for the fusion predictions (taking into account the decision trees, ensembles, and deepnets
composing the fusion). This option will add a column per field, named "<field_name> importance".
If the fusion only contains logistic regressions, these field importances cannot be calculated.

2

Output settings @
Separator: New line:
, [comma) v Unix, Linux or OS X (LF) v EE
Prediction column name: Probability column name:
= sF o

Qutput Fields:

« Pregnancies BEEEED ||« Glucose @EEERD |« Bicod pressure [ 123 ]
x Skinfold @ETEED |« insuin [ 123 NP [ 123 ]
» Diabetes pedigree BETEED | Aoe BETEED |« Disbetes [ asC |

Preview of the prediction file

ssure,Skinfold,Insulin,BMI,Diabetes pedigree,Age,Diabetes, weight,Diabetes

ABC,ABC, ABC
ABC,ABC,ABC
ABC,ABC,ABC
ABC,ABC,ABC
ABC,ABC, ABC

Prediction name:

Diabetis diagnos...set | Test (30%) with Diabetes diagnosis | T it Reset

Figure 6.51: Fusion output settings for batch predictions



6.6.4 Visualizing Fusion Predictions

Fusion predictions visualizations change depending if you are predicting a single instance (Subsec-
tion 6.6.4.1), or multiple instances using the batch predictions option (Subsection 6.6.4.2).

6.6.4.1 Single Predictions

For single predictions, find the predicted class given the input fields values at the top of the form along
with its probability (see Figure 6.52).

Datasets Supervised = = Unsupervised « Tasks WhizzML ~
. Diabetes diagnosis | Training (70%)'s &G, =& @
Diabetes: True 86.81% @
B6.81%
13.19%
& o
Select a positive class v Probability threshold: 50%

Allinput fields: [¥

Pregnancies ¥  Glucose [
1] 21 ] 44
- 10 122
Blood pressure [  Skinfold [
0 52 0 2
76 61

Figure 6.52: Fusion single prediction

Below the prediction, there’s a histogram representing the rest of the objective field class probabilities.
All the class probabilities must sum to 100%. Show or hide this view by clicking on the icon highlighted
in Figure 6.53. You can see up to seven different classes at the same time; if you have more than seven
classes, you can see the others by clicking on the arrows icons. Export this view in PNG, CSV, or JSON
format by clicking on the corresponding icons (see Figure 6.53).
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] 52 ] 23
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Figure 6.53: Fusion all class probabilities

For regression fusions, instead of the class probabilities you will get the predicted numeric value for the
objective field.

6.6.4.1.1 Prediction explanation

Prediction explanation helps understand why a fusion makes a certain prediction. This is very useful in
many applications, and the reasons behind a fusion’s prediction are often as important as the prediction
itself.

BigML prediction explanation is based on Shapley values. For more information, please refer to this
research paper: A Unified Approach to Interpreting Model Predictions [3].

For any classification or regression fusion, you can request the explanation for the prediction by clicking
the prediction explanation icon and then click Predict (see Figure 6.54).
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Figure 6.54: Explain prediction

The prediction explanation represents the most important factors considered by the fusion in a prediction
given the input values. Each input value will yield an associated importance, as you can see Figure 6.55.
The importances across all input fields should sum to 100%.

WhizzML ~

= Diabetes diagnosis | Training (70%)'s &. =2 @

Diabetes: True 86.81%

PREDICTION EXPLANATION
PP

Input data Importance

BMI 40.74 4754% +
Diabetes pedigree 1.46 26.95% +
Age 51.00 16.73% +
Pregnancies 10.00 5.1g%  +
Glucose 122.00 268% +
Insulin 528.00 0.00%
Blood pressure 76.00 0.00%
Skinfold 61.00 0.00%

Figure 6.55: Input field importances



For some input fields you will see a “+” icon next to the importance. This is because the importance
may not be directly associated with the input value, i.e., it can be explained by other reasons. In the
Figure 6.56 below, the importance of the field “Pregnancies” is not explained by this field being equal to
10, rather, it is because this field value is greater than 5.

Sources Datassts Supervised = Unsupervised + Tasks WhizzML -
=, Diabetes diagnosis | Training (70%)'s &%, =@ @
Diabetes: True 86.81%

PREDICTION EXPLANATION

Input date |mpor

BMI 40.74 aT54%  +
Diabetes pedigree 1.46 26.95% +
Age 51.00 1673% +
Pregnancies 10.00 sie% (&
Glucose 122.00 Detailed Explanation

Insulin 528.00

Blood pressure 76.00 p—
Skinfold 61.00

Figure 6.56: See the detailed explanation

The prediction explanation for fusions is calculated using the results of over a thousand distinct predic-
tions using random perturbations of the input data. For this reason, the calculation of the explanation
may take some time to be computed.

Note: the input field importances in the prediction explanation are different from the overall field
importances of the fusion. A field can be very important for the fusion but insignificant for a
given prediction.

6.6.4.2 Batch Prediction

After creating your batch prediction, you get a CSV file and, optionally, an output dataset. Both outputs
are explained in the following subsections.

6.6.4.2.1 Output CSV file

The batch prediction generates a CSV file containing your predictions for each of your dataset instances
in the last column (see Figure 6.57).
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T | sess Diabetis diagnos...set | Test (30%) with Diabetes diag... &G. @~ @

Diabetes Diagnosis | Training (70%)'S C] Diabetis Diagnosis Dataset | Test (30%) (O]

Output preview
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Figure 6.57: Download batch prediction CSV file

You can configure several options to customize your CSV file. You can find a detailed explanation of
those options in Subsection 6.6.3.6.

See an output CSV file example in Figure 6.58. The column class in this example contains the final
prediction (it is named by default as your fusion’s objective field). In this case, we are predicting whether
a person is a good or a bad candidate for holding a credit. This file has been configured to also contain
the probability for each prediction.

duration,age,amount,purpose,class,probability
24,26,5433,used car,good,0.88785
36,42,8086,new car,bad,0.55526
24,28,1376,radio/tv,good,0.8385
48,31,6758,radio/tv,bad,0.73576
26,30,7966,used car,good,0.7201
12,42,2677,furniture/equipment,good,0.67644
36,30,4455,business,good,0.52227
18,32,1442,new car,bad,0.75488

9,22,276,new car,good,0.57819

Figure 6.58: An example of a fusion batch prediction CSV file

6.6.4.2.2 Output Dataset

By default, BigML automatically creates a dataset out of your batch prediction. You can disable this
option by configuring your batch prediction (see Subsection 6.6.3.6). You will find the output dataset in
your batch prediction view as shown in Figure 6.59.
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Figure 6.59: Batch prediction output dataset

In the output dataset, you can find an additional field (named by default as your fusion’s objective field)
containing the class predicted for each one of your instances (see Figure 6.60). If you configured your
batch prediction to include the prediction probabilities and all class probabilites, you will be able to
find them in the last fields of your output dataset.
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(L[] [] [T T —
BMI 123 231 0 Q
.||I|||||||||||||||||I|||.... .
Diabetes pedigree 123 231 0 0 II"IIII""II .
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Figure 6.60: Fusion batch prediction output dataset



6.6.5 Consuming Fusion Predictions

You can fully use single and batch predictions via the BigML APl and bindings. The following subsections
explain both tools.

6.6.5.1 Using Fusion Predictions via the BigML API

Fusion predictions have full citizenship in the BigML API which allows you to programmatically create,
configure, retrieve, list, update, and delete single and batch predictions.

In the example below, see how to create a single prediction using a fusion and define the input data once
you have properly set the BIGML_AUTH environment variable to contain your authentication credentials:

curl "https://bigml.io/prediction?$BIGML_AUTH" \
-X POST \
-H 'content-type: application/json' \
-d '{"fusion": "fusion/50650bdf3c19201b64000020",
"input_data": {"000001": 3, "000002":4.5, "000003":5}}}'

For more information on using predictions through the BigML API, please refer to the documentation®.

6.6.5.2 Using Fusion Predictions via BigML Bindings

You can also create, configure, retrieve, list, update, and delete single and batch predictions via BigML
bindings, which are libraries aimed to make it easier to use the BigML API from your language of choice
including Python, Node.js, Java, Swift and Objective-C. See below an example to create a fusion with
the Python bindings.

from bigml.api import BigML

api = BigML()

prediction = api.create_prediction(
"fusion/50650bdf3c19201b64000020",
{"credit_amount": 5, "duration": 2.5})

For more information on BigML bindings, please refer to the bindings page®.

6.6.6 Descriptive Information

Each fusion prediction has an associated name, description, category, and tags. You can find a brief
description of each concept in the following subsections. The MORE INFO menu option displays a panel
that provides editing options (see Figure 6.61).

Shttps://bigml.com/api/predictions
Shttps://bigml.com/tools/bindings
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Figure 6.61: Fusion prediction descriptive information

6.6.6.1 Name

If you do not specify a name for your predictions, BigML assigns a default name depending on the type
of predictions:

+ Single predictions: the name always follows the structure “<fusion name>".

+ Batch predictions: BigML combines your prediction dataset name and the fusion name: “<fusion name>
with <dataset name>”.

Prediction names are displayed on the list and also on the top bar of a prediction view. Prediction names
are indexed to be used in searches. Rename your predictions at any time from the MORE INFO menu.

The name of a prediction cannot be longer than 256 characters. More than one prediction can have the
same name even within the same project, but they will always have different identifiers.
6.6.6.2 Description

Each prediction also has a description that is useful for documenting your Machine Learning projects.
Predictions have the same description as the fusion used to create them.

Descriptions can be written using plain text and also markdown’. BigML provides a simple markdown
editor that accepts a subset of markdown syntax (see Figure 6.62).

"https://en.wikipedia. org/wiki/Markdown
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Edit description x

You can add formatting and links using a simple markdown language:
BIliESO

Predict if a patient has diabetes

Description:

Predict if a patient has diabetes

‘ Cancel |

Figure 6.62: Markdown editor for fusion descriptions

Descriptions cannot be longer than 8192 characters.

6.6.6.3 Category

Each prediction has an associated category taken from the fusion used to create it. Categories are
useful to classify predictions according to the domain which your data comes from, which helps when
you use BigML to solve problems across industries or multiple customers.

A prediction category must be one of the categories listed on table Table 4.5.

6.6.6.4 Tags

A prediction can also have a number of tags associated with it. These tags help to retrieve the prediction
via the BigML API or to provide predictions with some extra information. Your prediction inherits the tags
from the fusion used to create it. Each tag is limited to a maximum of 128 characters. Each prediction
can have up to 32 different tags.

6.6.7 Fusion Predictions Privacy

The link displayed in the Privacy panel is the private URL of your prediction, so only a user logged into
your account is able to see it. Neither single predictions nor batch predictions can be shared by using a
secret link (see Figure 6.63).

Dataseats Supervised ¥ = Unsupervised + Tasks WhizzML ~

= . Diabetes diagnosis | Training (70%)'s &b. & O.
DETAILS ®
INFO @
PRIVACY &

Private link

B https://strato.dev.bigml.com/dashboard/prediction/5b354a6f983efc 15900000bc

Figure 6.63: Fusion predictions privacy



6.6.8 Moving Fusion Predictions to Another Project

When you create a prediction, it will be assigned to the same project where the original fusion is located.
You cannot move predictions between projects as you do with other resources.

6.6.9 Stopping Fusion Predictions

Single predictions are synchronous resources, so you cannot cancel them during the creation since
you get the result immediately.

On the other hand, batch predictions are asynchronous resources, so you can stop their creation
before the task is finished. Use the DELETE BATCH PREDICTION option from the 1-click action menu
(Figure 6.64) or from the pop up menu on the list view.

Datasets Supervised ~ = Unsupervised = Tasks WhizzML «

T | e Diabetis diagnos...set | Test (30%) with Diabetes diag... &b. &%

%| DELETEBATCHPREDICTION

Processing...

Your request is being processed and we'll generate a prediction soon

Figure 6.64: Stop fusion batch prediction from 1-click action menu

A modal window will be displayed asking you for confirmation. If you stop the prediction during its
creation you won't be able to resume the same task again. So if you want to create the same prediction,
you will have to start a new task.

Are you sure you want to delete this prediction?

If you delete this prediction, you will no longer have access to its data and you will need 1o
recreate it.

o R

Figure 6.65: Fusion delete prediction confirmation



6.6.10 Deleting Fusion Predictions

You can DELETE your single or batch predictions from the predictions view, using the 1-click action
menu (see Figure 6.66) or using the pop up menu on the predictions list view (see Figure 6.67).

Unsupervised Tasks WhizzML «
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Diabetes: True ‘

=

PREDICTION EXPLAMATION
PP

BMI 40.74 a754%  +
Diabetes pedigree 1.46 26.95% +
Age 51.00 16.73% +
Pregnancies 10.00 s18% +
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Blood pressure 76.00 0.00%
Skinfold 61.00 0.00%

Figure 6.66: Delete fusion prediction from 1-click menu
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Figure 6.67: Delete fusion prediction from pop up menu

A modal window will be displayed asking you for confirmation. Once a prediction is deleted, it is perma-
nently deleted, and there is no way you (or even the IT folks at BigML) can retrieve it.



Are you sure you want to delete this prediction?

If you delete this prediction, you will no longer have access to its data and you will need to
recreate it.

oo N

Figure 6.68: Delete fusion prediction confirmation

6.7 Consuming Fusions

Similarly to other models in BigML, fusions are white-box models, so you can download them and use
them locally to make predictions. You can also create and consume your fusions programmatically via
the BigML API and bindings. The following subsections explain these three options.

6.7.1 Downloading Fusions

You can download your fusions in several programming languages including JSON PML, Python or
Node.js. By downloading your fusions you will be able to compute predictions locally, free of latency
and at no cost. Click on the download icon in the top menu (see Figure 6.69), and select your preferred
option (see Figure 6.70.)

Datasets Supervised v Unsupervised =  Predictions v Tasks

a0 oo Diabetes diagnosis | Training (70%)'s B & & % ®
6 DIABETES 2 FALSE
ED = - G S

- Probability
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Figure 6.69: Click download icon
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Figure 6.70: Select language to download your fusions

6.7.2 Using Fusions Via the BigML API

Fusions have full citizenship in the BigML API which allows you to programmatically create, configure,
retrieve, list, update, delete, and use them for predictions.

In the example below, see how to create a fusion using two existing models once you have properly set
the BIGML_AUTH environment variable to contain your authentication credentials:

curl "https://bigml.io/fusion?\$BIGML_AUTH" \

-X POST \

-H 'content-type: application/json' \

-d '{"models":["model/5af06df94e17277501000010"
"model/5af06df84e17277502000019"
"deepnet/5af06df84e17277502000016"
"ensemble/5af06df74e17277501000004"]}"

For more information on using fusions through the BigML API, please refer to the documentation®.

6.7.3 Using Fusions Via the BigML Bindings

You can also create and use fusions via BigML bindings which are libraries aimed to make it easier to
use the BigML API from your language of choice. BigML offers bindings in multiple languages including
Python, Node.js, Java, Swift and Objective-C. See below an example to create a fusion with the Python
bindings.

from bigml.api import BigML
api = BigML()

Shttps: //bigml.com/api/fusions
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fusion = api.create_fusion(["model/5af06df94e17277501000010"
"model/5af06df84e17277502000019"
"deepnet/5af06df84e17277502000016"
"ensemble/5af06df74e17277501000004"])

For more information on BigML bindings, please refer to the bindings page®.

6.8 Fusion Limits

There are some limits that apply to the creation of any BigML resource. These are limits based on the
number of classes, terms and items that can be considered to create your models. In the case of fusions,
the single model limits apply along with some specific limits for the fusion creation and visualization:

+ Maximum models: you can select a maximum of 1,000 models to create your fusion.
» PDP limits: the fusion Partial Dependence Plot will not be displayed if:

— The fusion only has text or items fields as inputs (because only categorical and numeric
fields can be plotted on the PDP axes)

— The objective field has more than 200 categories.

— The fusion reaches a certain number of models defined by the formula: (decision trees + 5 x
ensembles + logistic regressions + 10 x deepnets) < 50.

In these cases, the model list will be the default view and the icon to access the PDP will be
disabled (see Figure 6.71).
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Titanic Survival

Titanic Survival

& 2 D B 2 B & 2 B

Titanic Survival

Show (10 [ models t010.0f237 madels Hz253435)>0

Figure 6.71: The PDP cannot be displayed

It may happen that the number of component models does not reach the maximum but they are too
big to load the fusion predictions in a reasonable time, in this case, BigML will display a warning
message (see Figure 6.72).

Shttps://bigml.com/tools/bindings
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Figure 6.72: The PDP cannot be displayed because the predictions take too much
time to be computed

Note: the PDP limits only affect the fusion visualization, i.e., even if your dataset reaches
those limits, you can still create the fusion, evaluate it and use it to make predictions.

Note2: in the case a fusion has more than 100 input fields, only the top 100 fields ordered
by importance will be displayed in the PDP view.

6.9 Descriptive Information

Each fusion has an associated nhame, description, category, and tags. The following subsections
provide a brief description for each concept. In Figure 6.73, you can see the editing options provided in
the MORE INFO menu.
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Figure 6.73: Edit fusion descriptive information

6.9.1 Fusion Name

Each fusion has a name that is displayed in the fusion list view and also on the top bar of the fusion
view. Fusion names are indexed to be used in searches. A fusion inherits the name from the first model
used to create it. Change it using the MORE INFO menu option on the right corner of the fusion view.
The name of a fusion cannot be longer than 256 characters. More than one fusion can have the same
name even within the same project, but they will always have different identifiers.

6.9.2 Description

Each fusion also has a description that it is very useful for documenting your Machine Learning projects.

Descriptions can be written using plain text and also markdown'?. BigML provides a simple markdown
editor that accepts a subset of markdown syntax (see Figure 6.74).

Ohttps://en.wikipedia. org/wiki/Markdown
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You can add formatting and links using a simple markdown language:

BIl&®O

Description:

Patient data to predict diabetes

Cancel

Figure 6.74: Markdown editor for fusion descriptions

Descriptions cannot be longer than 8192 characters and can use almost any character.

6.9.3 Category

A category can be associated with each fusion. Categories are useful to classify fusions according to
the domain which your data comes from. This is helpful when you use BigML to solve problems across
industries or for multiple customers.

A fusion category must be one of the 24 categories listed on Table 6.1.



Table 6.1: Categories used to classify fusions on BigML

Category

Aerospace and Defense

Automotive, Engineering and Manufacturing

Banking and Finance

Chemical and Pharmaceutical

Consumer and Retalil

Demographics and Surveys

Energy, Oil and Gas

Fraud and Crime

Healthcare

Higher Education and Scientific Research

Human Resources and Psychology

Insurance

Law and Order

Media, Marketing and Advertising

Miscellaneous

Physical, Earth and Life Sciences

Professional Services

Public Sector and Nonprofit

Sports and Games

Technology and Communications

Transportation and Logistics

Travel and Leisure

Uncategorized
Utilities

6.9.4 Tags

A fusion can also have a number of tags associated with it that can help to retrieve it via the BigML API
or to provide fusions with some extra information. Each tag is limited to a maximum of 128 characters.
Each fusion can have up to 32 different tags.

6.9.5 Counters

For each fusion, BigML also stores a number of counters to track the number of other resources that
have been created using the fusion as a starting point. In the fusion view, you can see a menu option
that displays counters for evaluations, single and batch predictions, and the fusions created using this
fusion. It also allows you to quickly jump to all the resources of each type (see Figure 6.75).
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Figure 6.75: Counters for fusions

6.10 Fusion Privacy

Privacy options for a fusion can be defined in the More Info panel, displayed in Figure 6.76. There are
two levels of privacy for BigML fusions:
+ Private: only accessible by authorized users (the owner and those who have been granted access
by him or her).
» Shared: by enabling the secret link you will get two different links to share your model. The first

one is a sharing link that you can copy and send to others so they can visualize and interact with
your model. The second one is a link to embed your model directly on your web page.
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Figure 6.76: Fusions privacy

6.11  Moving Fusions to Another Project

When you create a fusion within a project, it will be assigned to this project.

Fusions can only be assigned to a single project. However, you can move fusions between your Dash-
board projects. The menu option to do this can be found in two places:
1. In the fusion view, click the MOVE TO... option within the 1-click action menu and select another
project or create a new one (see Figure 6.77).
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Figure 6.77: Change project from 1-click action menu

2. In the fusion list view, click the MOVE TO... option within the pop up menu and select another
project or create a new one (see Figure 6.78).
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Figure 6.78: Change project from pop up menu

Note: you cannot move fusions to an organization project since the fusion is composed by many
models and it cannot be separated from them.

6.12 Stopping Fusions

You can stop the creation of a fusion before the task is finished by clicking the DELETE FUSION option
from the 1-click action menu (see Figure 6.79), or from the pop up menu in the fusion list view (see



Figure 6.80).
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Figure 6.79: Stop fusion creation from 1-click action menu
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Figure 6.80: Stop fusion creation from pop up menu

A modal window will be displayed asking you for confirmation and if you want to also delete all the
models composing the fusion. The models that belong to another fusion or to an OptiML will not be
deleted. If you stop the fusion during its creation, you will not be able to resume the same task. If you
want to create the same fusion, you will have to start a new task.



Are you sure you want to delete this fusion?

If you delete this fusion it will be permanently removed. However, by default the resources created
by this fusion will not be removed unless you choose the option below.

[[] Remove all resources created by this fusion

Please confirm this operation. Every resource created by this fusion
will be deleted permanently. This action cannot be undone.
Type "DELETE" in the following input box to confirm that you understand.

| want to this fusion and all of the resources it created.

The modeis that belong to another Fusion or OptiML will not be deleted.

Figure 6.81: Confirmation message to delete a fusion

6.13 Deleting Fusions

You can delete your fusions by clicking on the DELETE FUSION option from the 1-click action menu (see
Figure 6.82) or using the pop up menu on the fusion list (see Figure 6.83).
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Figure 6.82: Delete fusions from 1-click action menu
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Figure 6.83: Delete fusion from pop up menu

A modal window will be displayed asking you for confirmation and if you want to also delete all the
models composing the fusion. The models that belong to another fusion or to an OptiML will not be
deleted. Once a fusion or its models are deleted, they are permanently deleted, and there is no way you
(or even the IT folks at BigML) can retrieve it.

Are you sure you want to delete this fusion?

If you delete this fusion it will be permanently removed. However, by default the resources created
by this fusion will not be removed unless you choose the option below.

(] Remove all resources created by this fusion

Please confirm this operation. Every resource created by this fusion
will be defeted permanently. This action cannot be undone.
Type "DELETE" in the following input box to confirm that you understand.

| want to this fusion and all of the resources it created.

The modeils that belong to another Fusion or OptiML will not be deleted.

]

Figure 6.84: Confirmation message to delete a fusion



6.14 Takeaways

This chapter explains fusions in detail. Here is a list of key points:

+ A fusion is a supervised Machine Learning algorithm used to solve classification and regression
problems.

+ A fusion is built by selecting multiple models in BigML and using to make an evaluation, a single
prediction, or a batch prediction (see Figure 6.85).

* You can create a fusion using models, ensembles, logistic regression and/or deepnets.
* You can assign different weights to the models composing a fusion.
» All models need to have the same objective field.

+ The PDP view provides a visual way to analyze a field’s impact on predictions given certain values
for the rest of the fields.

« For classification problems, you get all the objective field class probabilities along with the predicted
class.

+ For regression problems, you get the objective field predicted values.

+ BigML lists all the models composing the fusion along with their weights.

* You need to evaluate your fusion’s performance using data that the fusion has not seen before.
» The ultimate goal in building a fusion is being able to make predictions with it.

+ BigML allows you to quickly make predictions for single instances by providing a form containing
the fields used by the fusion, so you can easily set the input data and get an immediate response.

+ BigML batch predictions allow you to make simultaneous predictions for multiple instances. All you
need is the fusion you want to use to make predictions and a dataset containing the instances for
which you want to obtain predictions.

* You can configure your batch predictions output file settings.

* You can download your fusion to perform local predictions.

» You can add descriptive information to your fusion (name, description, tags, and category).
* You can move your fusions between projects.

* You can share your fusions with other people using the secret link.

* You can stop your fusions creation by deleting them.

* You can permanently delete an existing fusion.
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Figure 6.85: Fusion Workflow



Evaluations

7.1 Introduction

BigML evaluations provide an easy way to measure and compare the performance of classification and
regression models (i.e., models, ensembles, logistic regressions, deepnets, and fusions created using
supervised learning algorithms). The main purpose of evaluations is twofold:

« First, obtaining an estimation of the model’'s performance in production (i.e., making predictions for
new instances the model has never seen before).

» Second, providing a framework to compare models built using different configurations or different
algorithms to help identify the models with best predictive performance.

The basic idea behind evaluations is to take some test data different from the one used to train a model
and create a prediction for every instance. Then compare the actual objective field values of the in-
stances in the test data against the predictions and compute several performance measures based on
the correct results as well as the errors made by the model.

The usual way to obtain some test data is to split a dataset into two disjoint subsets: a training set and
a test set. You can easily do this from your BigML Dashboard by using the 1-click menu option that
automatically splits your dataset into a random 80% subset for training and 20% for testing, or if you
prefer, you can also configure those percentages. Chapter 7 in Datasets with the BigML Dashboard
document [9] explains how to do this.

Depending on whether you evaluate a classification or a regression model different metrics and visual-
izations are provided as Subsection 7.2.1 and Subsection 7.2.2 describe. In BigML you can also perform
cross-validation, another popular model evaluation technique explained in Subsection 7.3.6. Moreover
BigML provides some tools so you can compare several evaluations built with different algorithms and
configurations explained in Section 7.6.

BigML evaluations are first-class citizens. This means that they can be created via the BigML APl and
can also be queried automatically (you can find an example in Subsection 7.7.1). This allows you to
automate workflows when you want to iteratively change your model parameters and see how the
performance is altered.

The evaluations section in the BigML Dashboard is found in the third tab under the models’ menu (see
Figure 7.1.) This section contains all your model’s evaluations ordered by creation date so most recent
evaluations are found at the top of the list. Order your evaluations by Name, by Type (classification
or regression and cross-validation icons below), by Performance (f-measure or r-squared explained in
Subsection 7.2.1.3 and Subsection 7.2.2 respectively), by Age (time since the evaluation was created),
Dataset Size (the testing dataset weight) and Instances (number of instances in the testing dataset).
(See Figure 7.2.) The icons on the left of the evaluations names in the evaluation list view allow you
to go to the original resources used to create the evaluation (the model, ensemble, logistic regression,
deepnet, or fusion and the testing dataset).
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Figure 7.1: Evaluations section in the BigML Dashboard
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Figure 7.2: Evaluation list view

In the evaluation list view, you can search evaluations by name by clicking the SEARCH menu option in
the top right corner. You can also access the 1-click action menu shown in Figure 7.3:

+ EVALUATE A MODEL: create a new evaluation by selecting a model and a testing dataset (see
Subsection 7.3.1)

* EVALUATE AN ENSEMBLE: create a new evaluation by selecting an ensemble and a testing dataset
(see Subsection 7.3.2)

+ EVALUATE A LOGISTIC REGRESSION: create a new evaluation by selecting a logistic regression
and a testing dataset (see Subsection 7.3.3)

+ EVALUATE A DEEPNET: create a new evaluation by selecting a deepnet and a testing dataset (see
Subsection 7.3.4)

+ EVALUATE A FUSION: create a new evaluation by selecting a fusion and a testing dataset (see
Subsection 7.3.5)



+ COMPARE EVALUATIONS: compare two existing evaluations side by side (see Subsection 7.6.1)

+ COMPARE MULTIPLE EVALUATIONS: compare multiple existing evaluations (see Subsection 7.6.2)
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Figure 7.3: Evaluation list view 1-click action menu

Note: time series evalautions are explained in the document Time Series with the BigML Dash-
board [12].

A Name, Description, Category, and Tags are associated with each evaluation, which can be helpful
to retrieve and document your projects. (See Section 7.9.) Share your evaluation with others by using
the secret link (see Section 7.10.)

An evaluation is associated with the same project which the model, ensemble or logistic regression
belongs to. Move an evaluation between projects (see Section 7.11,) or delete it permanently from your
account. (See Section 7.13.)

Finally, you can see the corresponding icons used to represent a single evaluation and cross-validation
evaluations in Figure 7.4 and Figure 7.5, respectively.

Figure 7.4: Evaluations icon

o)
@)

Figure 7.5: Cross-validation icon

Depending on the evaluations Type, you can find the following icons in the evaluation list view:



o0l

Figure 7.6: Classification evaluations icon

Figure 7.7: Regression evaluations icon

O
il

Figure 7.8: Classification cross-validation icon

Figure 7.9: Regression cross-validation icon

7.2 Understanding Evaluations

In this section, we are going to describe the technicalities behind evaluations. The main goal of eval-
uating your model is to measure its predictive performance. BigML provides two different ways to
measure your model performance: by creating single evaluations or cross-validation evaluations.

+ Single evaluations are available for models, ensembles, logistic regressions, deepnets, and fu-
sions. The basic idea is to make predictions for instances for which the objective field values are
known, but the model has not seen before. The dataset containing those instances is called the
testing dataset. Based on the comparison between the predicted and the actual values of the
testing dataset, a set of performance measures are calculated. The usual way to obtain the test-
ing dataset is to split the original dataset into two disjoint subsets: a training set and a test set.
You can easily do this by using the 1-click menu option that automatically splits your dataset into a
random 80% subset for training and 20% for testing. (Subsection 7.1 in Datasets with the BigML
Dashboard document [9] explains how to do this.)

+ Cross-validation evaluations are available for models, ensembles, logistic regressions, and deep-
nets. In particular, BigML uses k-fold cross-validation’. To create a cross-validation evaluation
you just need a dataset as input. BigML then automatically splits your dataset in k£ complementary
subsets. One of the subsets is used for evaluation while the rest of the data is used for training the
model (the remaining k£ — 1 subsets). This process is performed & times, each time using differ-
ent parts of the data for training and testing the models. Finally, cross-validation yields k different

Thttps: //en.wikipedia.org/wiki/Cross-validation_(statistics)#k-fold_cross-validation
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models and k evaluations. The results of the k evaluations are averaged to obtain the final per-
formance measures. Cross-validation evaluations usually yield more accurate results than single
evaluations since they avoid the potential error derived from randomly selecting a too optimistic
testing dataset.

Both types of evaluations yield the same measures except for the evaluation curves, which will not be
shown for the final averaged cross-validation. However, different performance measures will be obtained
depending on the objective field type: numeric or categorical. In the following subsections you can find
a detailed explanation of classification measures and regression measures provided by BigML. You
can also find a brief subsection at the end mentioning the specificities of cross-validation evaluation
measures.

7.2.1 Classification Measures

The performance of a classification model is usually represented by a confusion matrix, which contains
the actual and the predicted values by the model. The evaluation measures are calculated based on the
confusion matrix and the concept of positive and negative classes.

In the following subsections you can find a brief explanation of positive and negative concepts, the
confusion matrix, the probability threshold , the classification measures and the evaluation curves
provided by BigML.

7.2.1.1 Positive and Negative Classes

To understand the confusion matrix and the classification measures explained in Subsection 7.2.1.2 and
Subsection 7.2.1.3 respectively, it's important to have a general idea of the meanings of positive and
negative classes.

In Machine Learning, by convention, the objective field classes are often referred to as positive and
negative classes. The positive class is the class that is more important to accurately predict; e.g., if you
are predicting cancer and you have two classes for the objective field, “true” and “false”, you can afford
some mistakes in predicting when cancer is “false”, but it's essential to identify the “true” cases. In other
words, the positive class should be the one that has a greater cost of making a prediction error. The
rest of classes will then be considered negative classes. The positive class is usually the minority class
and the negative class is the majority class in binary classification problems because in many cases, it
is often more interesting to predict the rare cases rather than the most evident and common ones.

Considering a class positive or negative is not related to its labels or meaning, so in many cases the
positive class can be the “bad” outcome and the negative class the “good” outcome. For example,
again consider disease diagnosis, where “true” indicates the patient has the disease, and it is usually
considered the positive class.

7.2.1.2 Confusion Matrix

A common method to analyze the model predictive performance is the confusion matrix. The confusion
matrix is a table containing the predictions and the actual values for the objective field classes so you
can visualize the correct decisions as well as the errors made by the classifier.

In BigML, the columns represent the actual values and the rows represent the predictions for each of
the classes by default. You can transpose rows by columns by clicking the switcher. (See Figure 7.10.)
The intersection between actual values and predicted values yields four possible situations:

+ True Positives (TP): positive instances correctly classified

+ False Positives (FP): negative instances classified as positive

» True Negatives (TN): negative instances correctly classified as non-positive
+ False Negatives (FN): positive instances classified as negative

A model with n classes will yield a confusion matrix with n columns and n rows (see Figure 7.10). How-
ever, confusion matrices for the evaluation curves (see Subsection 7.2.1.5) will always yield 2 columns



and 2 rows because negative classes are aggregated as if they were one class (you can find more

information here?).
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Figure 7.10: Confusion Matrix example

The cell colors in the confusion matrix indicate the TP, FP, TN and FN values. In the diagonal of the table
you can find the correct predictions, the TP and TN.®> See Subsection 7.2.1.4 to find out how to select

the positive class.
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Figure 7.11: Cell colors indicate the class selected as positive

7.2.1.3 Classification Measures
BigML provides different metrics to measure your model’'s performance :
» Accuracy
* Precision
* Recall
* F-measure
+ Phi Coefficient

+ Macro-averages

Kendall’s Tau
* Spearman’s Rho

’https://en.wikipedia.org/wiki/Confusion_matrix

3Note that all negative classes are aggregated so the TN may include incorrect predictions for the negative classes. E.g.,
imagine three classes, a, b and ¢ where the positive class is a while b and c are the negative classes. The instances of the b class
incorrectly predicted as ¢ as well as the instances of the ¢ class predicted as b will be considered TN since they are “negative

instances correctly classified as non-positive”.
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You can find an explanation of each measure in the following subsections. All the measures except
the Kendall’s Tau and the Spearman’s Rho are derived from the confusion matrices and they change
according to the positive class and the threshold selected as explained in Subsection 7.2.1.4. Some of
these measures are used to display the evaluation curves explained in Subsection 7.2.1.5.

7.2.1.3.1 Accuracy

Accuracy is calculated as the number of correctly classified instances over the total instances evaluated.

Accuracy =
Total instances
=11 L
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Figure 7.12: Accuracy example

Accuracy remains a popular measure for model performance since it is very easy to calculate, but for
many real life problems it is too simplistic and misleading. One of the most obvious is when the model
has to deal with unbalanced classes. For example, suppose that we get 90% of accuracy in a binary
classification model for which you have 900 instances for one of the classes and 100 for the other one.
A 90% accuracy is reachable just by classifying all the 1,000 instances as the majority class. This is why
it is very important to take into account two more measures, Precision and Recall (explained below).

7.2.1.3.2 Precision

Precision is the percentage of correctly predicted instances over the total instances predicted for the
positive class. (See Figure 7.13.)

Precision = 75 1 Fp
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Figure 7.13: Precision example

7.2.1.3.3 Recall

Recall is the percentage of correctly classified instances over the total actual instances for the positive
class. (See Figure 7.14.)

Recall = ——+
A= TP EN
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Figure 7.14: Recall example

7.2.1.3.4 F-measure

The F-measure, also called the F-score*, is the balanced harmonic mean between Precision and
Recall. The F-measure is often a more useful metric than accuracy since poor performance in either

Precision or Recall will result in a low F-measure value. It can range between 0 and 1. Higher values
indicate better performance.

2 x Precision x Recall

F-measure = —
Precision + Recall
-] B
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Figure 7.15: F-measure example

7.2.1.3.5 Phi Coefficient

Phi Coefficient, also called the Mathews Correlation Coefficient®, it is the correlation coefficient be-
tween the predicted and actual values. It returns a value between -1 and 1. A coefficient of -1 negative
correlation between predictions and actual values; a 0 indicates the prediction is not any better than
random, and a coefficient of 1 indicates a perfect prediction.

TP xTN —-FP xFN

Phi Coefficient =
V(TP + FP)x (TP+ FN) x (TN + FP) x (TN + FN)

-1 L
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Figure 7.16: Phi Coefficient example

“https://en.wikipedia.org/wiki/F1_score
Shttps://en.wikipedia. org/wiki/Matthews_correlation_coefficient
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BigML also reports the maximum phi coefficient, which is the highest phi coefficient given all possible
thresholds (see Subsection 7.2.1.4). You can find it as a mark in the threshold slider as shown in
Figure 7.17.

Sourcas Datasets Unsupervised = Predictions « Tasks WhizzML ~
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Figure 7.17: Maximum Phi Coefficient

To find out more about classification performance measures, refer to this paper [5] written by BigMLs VP
of Machine Learning algorithms, Charles Parker.

7.2.1.3.6 Macro-averages

As it is explained in the previous subsections, classification measures are computed per class, except
in the case of Accuracy which is the only measure that is always computed for the overall model.

BigML computes the average of per class measures to measure the overall model performance. Those
global statistics are called the macro-averages of the measures since they are computed by giving
equal weight to all classes. You can find them in the evaluation view under the names of Average
Precision, Average Recall, Average F-Measure and Average Phi as shown in Figure 7.18.
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Figure 7.18: Macro-averaged measures

Read more on macro-averaging in this paper [4].

7.2.1.3.7 Kendall’s Tau

The Kendall’'s tau and the Spearman’s rho coefficients (see Subsection 7.2.1.3.8) are the only measures
that do not have a formula based on confusion matrices. The Kendall’s tau is based on all possible
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pair of rankings considering each instance in the testing dataset. It measures the degree of correlation
between the ranked instances and it can take values between -1 and 1. You can find a more detailed
explanation on how the Kendall’s tau coefficient is computed in this section.

Each instance in the testing dataset has an actual class for the objective field and a probabilty score
result of the model predictions. The positive class is assigned a value of 1 and the negative class a value
of 0. If for two different instances a and b, score(a)>score(b) and class(a)>class(b) or score(a)<score(b)
and class(a)<class(b), the pair of instances is “concordant” because the ordering of scores matches the
actual classes, if it doesn't, the pair is “discordant”.

Letting C be concordant pairs and D discordant pairs, the tau coefficient is calculated as follows:

-D

Kendall's tau = ——
“=CoFD

BigML specifically computes Kendall’s tau-b coefficient®, which makes an adjustment in the denominator
for pairs that are tied. A pair is tied when the score(a)=class(a) or score(b)=class(b). In this case, the
pair is neither concordant nor discordant, so the coefficient denominator needs to be modified to keep
the range of values [-1, 1].
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Figure 7.19: Kendall’s Tau-b coefficient

7.2.1.3.8 Spearman’s Rho

Similar to the Kendall’'s tau explained int he previous subsection, the Spearman’s rho” coefficient mea-
sures the degree of correlation between the model predictions and the testing dataset actual values.
It computes the Pearson correlation coefficient®, between the ranks of the instances and it can take
values between -1 and 1. Values closer to 1 indicate a perfect positive correlation which means a better

bhttps://en.wikipedia. org/wiki/Kendall_rank_correlation_coefficient#Tau-b
"https://en.wikipedia.org/wiki/Spearman%27s_rank_correlation_coefficient
8https://en.wikipedia. org/wiki/Pearson_correlation_coefficient
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performing model. On the other hand, closer values to -1 indicate a worse performing model. A value of

0 indicates that the model is no better than another model making random predictions. See the formula
below:

cov(rgx,rgy)

Spearman’s rho = prgy rgy =
Orgx9rgy

The cov(rgx,rgy) is the covariance of the ranked values and the o,,, and o, are the standard devia-
tions of the ranked values.
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Figure 7.20: Spearman’s Rho coefficient

7.2.1.4 Confidence, Probability and Vote Thresholds

Classification models in BigML always return a confidence and/or a probability for each prediction,
i.e. a percentage between 0% and 100% that measures the certainty of the prediction. See Subsec-
tion 1.2.6.2, Subsection 2.2.1.2, and Section 4.2 to know how BigML calculates probabilities for models,
ensembles and logistic regression. Deepnets and fusions also return a probability measure.

When evaluating or predicting with your model you can set a probability or confidence threshold
for a selected class, known as the positive class, so the model only predicts the positive class if the
probability or the confidence is greater than the threshold set, otherwise it predicts the negative class.
For example, imagine the following diabetes predictions for three different patients:

Patients Diabetes False Diabetes True

Patient 1 80% 20%
Patient 2 10% 90%
Patient 3 60% 40%

Table 7.1: Example of diabetes prediction probabilities for three different patients



Without setting any threshold, just by looking at the probabilities for each predicted class, patients 1 and
3 would be predicted as “False” and patient 2 as “True”. However, if we select “True” as the positive class
and we set a probability threshold of 30%, patient 2 and 3 will be predicted as “True”, and only patient 1
will have a “False” prediction.

For decision forests (see Subsection 2.2.1), you can also set a vote threshold, i.e., a threshold based on
the percentage of models in the ensemble voting for the positive class. The type of threshold (confidence,
probability or vote threshold) can be configure before creating the evaluation (see Subsection 7.4.2).

Setting a threshold is specially useful when you want to minimize false positives at the cost of false
negatives. By setting a probability or confidence threshold you can easily increase the minority class
predictions.

Different thresholds produce different confusion matrices, hence different metrics for the same eval-
uation. These different metrics according to the threshold set can be seen in the evaluation curve views
provided by BigML (see Subsection 7.2.1.5).

In some cases, it is likely that several thresholds yield the same matrix, above all for small test datasets.
In BigML you can select any threshold and the positive class by using the options shown in the
Figure 7.21. By setting different thresholds you will see the values for the confusion matrix and the
metrics changing accordingly. Single points in the evaluation curves correspond to different thresholds.
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The greater the threshold, fewer instances will be predicted for the positive class. By setting a a thresh-
old of 100%, all instances are predicted as the negative class (see Figure 7.22).
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Figure 7.22: Probability threshold of 100%

On the other hand, by setting a 0% threshold all instances are predicted as the positive class (see
Figure 7.23).
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7.2.1.5 Evaluation curves

As explained in Subsection 7.2.1.4, setting different thresholds can result in different confusion matrices
and different metrics. The best way to evaluate how your model performs for all the possible thresholds
is to plot the metrics in different charts:

 Precision-Recall curve

* ROC curve

+ Gain curve & K-S statistic
* Lift curve

Single points for each curve represent a probability threshold for the positive class selected.



7.2.1.5.1 Precision-Recall Curve

The Precision-Recall curve visually represents the trade-off® between both measures for the positive
class. Precision and recall are inversely related, i.e., for the same model you can increase recall using a
lower threshold for the positive class, but it will usually result in a decrease in precision, and vice versa.
You can find the formulas of both measures in Subsection 7.2.1.3.

A high precision and a high recall are represented by points near the upper right corner of the chart

(1,1), thus the greater the area under the precision-recall curve the better. BigML provides two different
area calculations:

* PR AUC: the Area Under the Curve (AUC) is calculated taking into account the exact curve shape
(Figure 7.24).
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Figure 7.24: Area Under the Curve for the Precision-Recall curve

* PR AUCH: the Area Under the Convex Hull is calculated taking into account the convex shape of

the curve where no other points lay above the curve. You can visualize it by clicking the option
shown in Figure 7.25,

Shttps://en.wikipedia. org/wiki/Precision_and_recall
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The appropiate balance between precision and recall needs to be decided in a per-case basis accord-
ing to the costs associated wit false positives and false negatives.

7.2.1.5.2 ROC Curve

The ROC space graphically represents the existing trade-off'* between the recall (or sensitivity) and
specificity for classification problems. The recall is obtained by calculating the True Positive Rate
(TPR), i.e. the ratio of instances that has been correctly classified for the positive class. The False
Positive Rate (FPR), equivalent to 1-specificity, is the percentage of negative class instances that
have been incorrectly classified.

You can obtain the TPR and FPR by normalizing the confusion matrix results:

TP
TPR = Recall = m—m
FP
FPR = TN+ FP

Ohttps://en.wikipedia. org/wiki/Sensitivity_and_specificity
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Figure 7.26: The ROC curve

The diagonal of the chart divides the space; all the points found in the upper left part of the chart
(where TPR>FPR) can be considered good results, and all those found in the diagonal or below (where
TPR=<FPR) are bad results. The diagonal represents a model that has the same performance as
choosing a class for each point at random.

Similar to the precision-recall curve, the Area Under the Curve'' (AUC) for an evaluation, is the area
beneath the evaluation’s ROC curve in the ROC space (see Figure 7.27). Higher AUC values indicate
a better classifier performance; however, in extreme cases, such as AUC=1, it may reflect an overfitting
problem.

"https://en.wikipedia. org/wiki/Receiver_operating_characteristic#Area_under_the_curve


https://en.wikipedia.org/wiki/Receiver_operating_characteristic#Area_under_the_curve
https://en.wikipedia.org/wiki/Receiver_operating_characteristic#Area_under_the_curve

. NN di &

Positive class: ‘ bad t\ Probability & 50%
AR =
ACTUAL VS. PREDICTED

ACTUAL RECALL F Phi

68 39.71% 0.48 0.30

132 86.36% 0.79 0.30

63.03% 0.64 0.30

PREDICTED 45 155 200 o Al f-—y ! AP

66.77% 70.50%
PRECISION 60.00% 73.55% et s

4|

70.5% 0.4779

Accuracy F-measure

60.0% 39.7% 0.2957

Precision Recall Phi coefficient

13.6% 22.5% 176.5%
FPR Lift

% positive instances

True Positive Rate (TPR) 39.71%

47.9% 0.3648 0.4456

ROC AUC: 0.7716 K-S statistic Kendall's Tau Spearman's Rho

10% 2 40% 60° 100%

False Positive Rate (FPR) 13.64%

Figure 7.27: The ROC AUC

You can also visualize the Area Under the Convex Hull by clicking the highlighted option in Figure 7.30.
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7.2.1.5.3 Gain Curve & K-S statistic

The Gain curve (or Cumulative Gain curve) represents the relationship between the percentage of
correct predictions for the positive class and the effort needed to achieve them measured as the
percentage of instances predicted. The y-axis in the Gain curve is equivalent to the recall as well as
the True Positive Rate (TPR) and the x-axis is the percentage of positive class instances. The formulas
for these metrics are:

TP

Gain = Recall = TPR = TPLFN

TP+ FP

% of Positive Instances = TP+ FP+TN+ FN

Similar to the ROC curve, the diagonal of the chart represents the results of a random model. All the
points above the diagonal can be considered good results. The closer a point is to the upper left corner
(0,1), the better.

Along with the Gain curve, BigML also provides in the same chart the Negative Cumulative Response
curve (represented by the black curve shown in Figure 7.29). The Negative Cumulative Response curve
represents the percentage of instances incorrectly predicted as positive, so it is equivalent to the False
Positive Rate (FPR) as explained in the section on ROC curves (Subsection 7.2.1.5.2):

FpP

N i lative R =FPR= ———
egative Cumulative Response TN 1 FP



Along with the Gain and Negative Cumulative response curve, BigML provides the calculation of the
Kolomogorov Smirnov statistic (K-S statistic). It measures the maximum difference between the
TPR and the FPR over all possible thresholds:

K-S statistic = max (T PR — FPR)

The K-S statistic is an indicator of how well the model separates the positive from the negative classes.
A K-S statistic of 100% indicates a perfect separation and a model that classifies everything correctly.
Higher values for the K-S statistic indicate a higher quality model.
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Figure 7.29: The Gain curve

7.2.1.5.4 Lift Curve

The Lift curve shows the goodness of fit of your model compared to a random class assignment
given a sample of positive instances. The Lift is plotted in the y-axis and it is calculated as the ratio
between the result predicted by your model and the result using no model. The x-axis represents again
the percentage of correct predictions. The formulas for these metrics are:

.. TP
Lift Precision TP1FP
I = Positivelnstances TP+FN
Totallnstances TP+FP+TN+FN
TP+ FP

% of Positive Instances = TP+ FP+TN+ FN



The horizontal line in the chart indicating a 100% lift (see Figure 7.30) represents a model that makes
random predictions.
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Figure 7.30: The Lift curve

For a more detailed explanation of the Gain and Lift charts, please refer to this article'.

7.2.2 Regression Measures

When the objective field of the model, ensemble, deepnet, or fusion is numeric the resulting evaluation
includes the regression measures explained below.

7.2.2.1 Mean Absolute Error

The Mean Absolute Error is the mean of the model prediction errors for each instance. It is computed
as the average of the absolute values of the differences between the target variable predicted by the
model (y’) vs. the actual values (y). Letting N be the total number of instances evaluated, then:

>0 Y — Yl

Mean Absolute Error = i

7.2.2.2 Mean Squared Error

The Mean Squared Error is similar to the Mean Absolute Error, but the differences between predictions
and actual values are squared. It is computed as the average of the squares of the differences between

2https://www.analyticsvidhya. com/blog/2016/02/7- important-model-evaluation-error-metrics/
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the target variable predicted by the model (y’) vs. the actual values (y). Letting N be the total number of
instances evaluated, then:

Mean Square Error =

Zn(y’/n — yn)2
N

7.2.2.3 R Squared

The R?, also called the coefficient of determination’®, measures how much better the model is than
always predicting the mean value of the target variable () in the test set. It can take values up to 1.
Values below 0 indicate the model is worse than predicting the mean; a value of 0 means the model
is not any better than predicting the mean; and 1 means the model perfecitly fits the data. Although an
R? = 1 may not necessarily be desirable (since it can be a symptom of overfitting), higher values for R?
usually mean better performance.

R2 -1 Zn(y;L — y"1)2
>

n(yn - gn)Q

7.2.3 Cross-Validation Measures

BigML cross-validation yields k different models and k& evaluations. To get a single estimation of the
model’s performance, the results of the k evaluations are averaged to obtain the final cross-validation
measures (per class and overall measures). Consequently, cross-validation evaluations have the same
measures as single classification and regression evaluations. (See Subsection 7.2.1 and Subsec-
tion 7.2.2.)

Additionally, apart from the averages, you will also find the standard deviation for each classification
and regression measure. (See Subsection 7.5.4.)

Cross-validation evaluations do not include the evaluation curves, but will in a future release.

7.3 Creating Evaluations
The process to create an evaluation is different if you want to create a single evaluation or a cross-
validation evaluation:

 To create a single evaluation, you need two resources: a testing dataset (different from the one
used for training) and a model, an ensemble, a logistic regression, deepnet, or fusion. All three
processes follow a similar logic. You can find a separate explanation of each one in the following
subsections.

» To create a cross-validation evaluation, you just need a dataset. BigML allows you to create
cross-validation for models, ensembles, logistic regressions, deepnets and fusions. This
process is explained in Subsection 7.3.6

7.3.1 Model Evaluations
To evaluate a model, you can use any of the following options from the BigML Dashboard:

+ Click EVALUATE A MODEL in the 1-click action menu from the evaluation list view. (Figure 7.31.)

Bhttps://en.wikipedia. org/wiki/Coefficient_of_determination
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Figure 7.31: Evaluate model from evaluation list view

This option redirects you to the New Evaluation view where you need to select a model and a
testing dataset. (See Figure 7.32.) From this view you can also select an ensemble by clicking the
ensemble icon above the model selector.
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Figure 7.32: Select model and dataset

+ Click EVALUATE in the 1-click action menu from the model view. (See Figure 7.33.)
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Figure 7.33: Evaluate model from 1-click action menu

Alternatively, click EVALUATE in the pop up menu from the model list view (see Figure 7.34).
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Figure 7.34: Evaluate model from pop up menu

By using any of these options, you will be redirected to the New Evaluation view where the model
will be pre-filled in the selector and you only have to choose the testing dataset. If you previously
split your original dataset into two subsets (one for training and another for testing) using the 1-
click menu option from your dataset view, BigML will automatically select the corresponding testing

dataset. Finally, click the Evaluate green button to perform the evaluation. (See Figure 7.35.)
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Figure 7.35: Evaluation with pre-filled model and dataset information

7.3.2 Ensemble Evaluations
To evaluate an ensemble you can use the following options from the BigML Dashboard:

» Click EVALUATE AN ENSEMBLE in the 1-click action menu from the evaluation list view (Fig-
ure 7.36).
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Figure 7.36: Evaluate ensemble from evaluation list view

This option takes you to the New Evaluation view where you need to select an ensemble and a
testing dataset. (See Figure 7.37.) From this view, you can also select a model by clicking the
model icon above the ensemble selector.
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Figure 7.37: Select ensemble and dataset

* Click EVALUATE in the 1-click action menu from the ensemble view- (Figure 7.38.)
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Figure 7.38: Evaluate ensemble from 1-click action menu

Alternatively, click EVALUATE in the pop up menu from the ensembles list view (Figure 7.39).

Datasets m Clusters Anomalies Associations Predictions Tasks Executions

Ensembles Q,
1] Name % Type % CObjective = ﬁ = & = e < s
1 Fictional Wine Sales dataset - sample (80.00... (¥) A TotalSales 1h 4min 1.8MB
Fictional PREDICT N\ TotalSales Thsmin 40MB
ﬁ‘@ CREATE BATGH PREDIGTION
Fictional . A, TotalSakes 1h 6min 402.6 KB
Diabetes #" VIEwDETAILS ogl  Diabetes 1h8min 215.TKB
3 ,‘f‘rﬁ DELETE ENSEMBLE
Diabetes by nI]l Diabetes 1h23min 215.TKB
|
B MOVETO.
Diabetes uraynusms uaiaser = sampre jow.ow... n[ll Diabetes 1h 24min 215.7TKB
Diabetes diagnosis dataset's ensemble I:I|]| Diabetes 1h 25min 269.8KB
Show | 10 B ensembles 1to 7 of 7 ensembles n

Figure 7.39: Evaluate ensemble from pop up menu

By using any of these two options, you will be redirected to the New Evaluation view where the
ensemble will be pre-filled and you only have to choose the testing dataset. If you previously split



your original dataset into two subsets (one for training and another for testing) using the 1-click
menu option from your dataset view, BigML will automatically select the corresponding testing

dataset. Finally, click the Evaluate green button to perform the evaluation. (See Figure 7.40.)

Sources Datasets m ( ers Anomalies ations. Predictions Tasks Executions ~
New Evaluation .
g T
Diabetes diagnosis dataset - sample (80.00%)'s ens... ¥ | * Diabetes diagnosis dataset - sample (20.00%) x|T
1{'& ool $ Diabetes Tue, 03 May 2016 03:32:46 ||?~ Tue, 03 May 2016 03:16:07
215.7KB ‘ 10 614 10 54KB 10 154
Description: ® Description: ®
% Configure @
Evaluation name:
Evaluation of Diabetes diagnosis dataset - sample... with Diabe Evaluate
.

Figure 7.40: Evaluation with pre-filled ensemble and dataset information

7.3.3 Logistic Regression Evaluations

To evaluate a logistic regression, you can use these options from the BigML Dashboard:

» Click EVALUATE A LOGISTIC REGRESSION from the 1-click action menu from the evaluation list
view. (See Figure 7.41.)

Sources Datasets Clusters Ancmalies Associations Predictions Tasks Seripts ¥
Evaluations o, @&%.
8 il hame $ Type & Performance ¢ | BB EvALUATEAMODEL
|
E
Evaluation of Loan risk data dataset | Training... wi... ol [ EVALUATEAMN ENSEMBLE
Show | 10 evaluations to 1 of 1 evaluations

[
| EEEE COMPARE EVALUATIONS

Figure 7.41: Evaluate logistic regression from evaluation list view

This option redirects you to the New Evaluation view where you need to select a logistic regression
and a testing dataset. (See Figure 7.42.)



Sources Datasets m Clusters Anomalies iations Predictions Tasks Seripis

New Evaluation &.
& o FED
US car accidents dataset's logistic regression ® | ¥ Search dataset ...
\ Q
ﬁ il | $ Injury Severity Wed, 25 May 2016 13:25:43 +0000 Please enter 1 more character
Description: ®

Evaluation name:

Evaluation of US car accidents dataset's logistic... with dataset

Figure 7.42: Select logistic regression and dataset

+ Click EVALUATE from the logistic regression 1-click action menu. (Figure 7.43.)

Sources  Datasets [ERNENGLGENTELLIIERG  Clusters  Anomalies  Associations  Predictions  Tasks Seripts
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= |

—_— I'; MOVE TO...
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Figure 7.43: Evaluate logistic regression from 1-click action menu

Alternatively, click EVALUATE in the pop up menu from the logistic regression list view. (Fig-
ure 7.44.)

Sources  Datasets [ISETSIGGERTERCTIOERG  Clusters  Anomalies  Associations  Predicions  Tasks

Logistic Regressions Q,
1] Name % Objective & ﬁ = ﬁ = e S s
it Uscaraceidents dataset's logistic regression ()  injury Severity 1h 28min 741.0KB (1]
Arrythmia diagnosig E!* PREDICT Arrhythmia 1h 29min 536.2 KB
[ CREATEBATCHPREDICTION
Loan risk data data¢ + class Th31min 135.8 KB
Loan risk data data? ﬁ VIEW DETAILS class 22h 53min 135.8KB
4™ DELETE LOGISTIC REGRESSION
Arrythmia diagnosis Arrhythmia 1d1h 536.2KB
l'; MOVETO...
Loan risk data dataserswogsucregression class 1d 3h 135.8KB

Figure 7.44: Evaluate logistic regression from pop up menu

By using any of these options, you will be redirected to the New Evaluation view where the logis-
tic regression will be pre-filled in the selector and you only need to choose the testing dataset. If
you previously split your original dataset into two subsets (one for training and another for testing)



using the 1-click menu option from your dataset view, BigML will automatically select the corre-

sponding testing dataset. Finally, click the Evaluate green button to perform the evaluation. (See
Figure 7.45.)

Sources Datasets m ¢ £rs Anomalies AS! iations Predictions Tasks Scripts ¥

New Evaluation &.
& oo NN
Loan risk data dataset | Training (80%)'s logistic reg... % | ¥ Loanrisk data dataset | Test (20%) % (v
f il | $ class Wed, 25 May 2016 15:04:04 +0000 ||i’~ Wed, 25 May 2016 15:03:55
108.6 KB ‘ 21 800 27.2KB 21 200
Description: @ Description: @
% Configure ®
Evaluation name:
Evaluation of Loan risk data dataset | Training... with Loan risk ¢ Evaluate
.

Figure 7.45: Evaluation with pre-filled logistic regression and dataset information

7.3.4 Deepnet Evaluations

To evaluate a deepnet, you can use these options from the BigML Dashboard:

 Click EVALUATE A DEEPNET from the 1-click action menu from the evaluation list view. (See
Figure 7.46.)

Sources Datasets Supervised ~ Unsupervised * Predictions ~

Evaluations i o &
n 1} Name ¢ Tpe ¢ Perommance | EE" evaLuATE AMODEL
Happiness score 2015-2016 vs. Happiness 2017 A EE| EvALUATE AN ENSEMBLE
i
EE EVALUATE A LOGISTIC REGRESSION
Fictional Wine Sales | Training {80%) vs. Fictional Win... A
: | EE" EevaALUATEATIME SERIES
Churn in the telecom industry | Training (80%) vs. Chu... %I-
ool
[
Churn in the telecom industry | Test (20%) vs. Churn i... COMPARE EVALUATIONS
o DI ‘-éﬂ COMPARE MULTIPLE EVALUATIONS
3
Happiness score 2015-2016 vs. Happiness 2017 :
I\
Happiness score 2015-2016 vs. Happiness 2017 A 54200 28.8KB 155
Happiness score 2015-2016 vs. Happiness 2017 A 5d21h 558 KB 155
o
FMEL_Dataset.csv [extended] | Training (80%) vs. FM... Al Tw5a 564 4KB THe
: =
FMEL_Dataset.csv [extended] | Training (80%) vs. FM... n[ll 1w5d 564.4 KB 7K
) o
FMEL_Dataset.csv [extended] | Training (80%) vs. FM... . Dl 1w5d 564.4KB THs
Show | 10 evaluations 1to 10 of 102 evaluations n 2 3 4 5 )

Figure 7.46: Evaluate deepnet from evaluation list view

This option redirects you to the New Evaluation view where you need to select a deepnet and a
testing dataset. (See Figure 7.47.)
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[ Diabetes diagnosis | Training (80%) ® | T Search dataset ... v
5‘% ool $ Diabetes Fri, 22 Sep 2017 12:20:11
216KB ‘ 9 614
Description: ®

Evaluation name:

Diabetes diagnosis | Training (80%) vs. dataset

Figure 7.47: Select deepnet and dataset

+ Click EVALUATE from the deepnet 1-click action menu. (See Figure 7.48.)
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Figure 7.48: Evaluate deepnet from 1-click action menu

Alternatively, click EVALUATE in the pop up menu from the deepnet list view. (Figure 7.49.)
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Figure 7.49: Evaluate deepnet from pop up menu

By using any of these options, you will be redirected to the New Evaluation view where the deep-
net will be pre-filled in the selector and you only need to choose the testing dataset. If you previ-
ously split your original dataset into two subsets (one for training and another for testing) using the
1-click menu option from your dataset view, BigML will automatically select the corresponding test-

ing dataset. Finally, click the Evaluate green button to perform the evaluation. (See Figure 7.50.)
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% Configure @
Evaluation name:
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Figure 7.50: Evaluation with pre-filled deepnet and dataset information

7.3.5 Fusion Evaluations
To evaluate a fusion, you can use these options from the BigML Dashboard:

+ Click EVALUATE A FUSION from the 1-click action menu from the evaluation list view. (See Fig-
ure 7.51.)
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Figure 7.51: Evaluate fusion from evaluation list view

This option redirects you to the New Evaluation view where you need to select a fusion and a
testing dataset. (See Figure 7.52.)
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Figure 7.52: Select fusion and dataset

* Click EVALUATE from the fusion 1-click action menu. (See Figure 7.53.)
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Figure 7.53: Evaluate fusion from 1-click action menu

Alternatively, click EVALUATE in the pop up menu from the fusion list view. (Figure 7.54.)

Supervised ~ Unsupervised » Predictions Tasks WhizzML ~

Fusions & @ A &G
Name Type Objective ﬁ @ &g
Titanic Survival P @ ol Survived 22h 19min
Diabetes diagnosisexe PREDICT al Diabetes 1d18h
]
CREATE BATCH PREDICTION
Arrythmia diagnosis [filte l Arrhythmia 2d 20h
oll
Arrythmia diagnosis [filte &"’ CREATE FUSION USING THIS ONE ol Arrhythmia 2d20h
JR— o it &5 viEwpeTaLs
rrythmia diagnosis [filte ;
~ Arrhythmia 2d20h
& pELETEFUSION orl
Iris dataset - extended .-; MOVETO... |:||]| Species 2d 20h
Arrythmia diagnosis dataset's logistic regression il Arrhythmia 2d 20h
o
Diabetes iosjd n[ll Diabetes 2d21h
Iris_missing onll Species 2d22h
Titanic ol Survived 3d1h
Show | 10 ftsims 1to 10 of 50 fusions n 2 3 45 ) >l

Figure 7.54: Evaluate fusion from pop up menu

By using any of these options, you will be redirected to the New Evaluation view where the fusion
will be pre-filled in the selector and you only need to choose the testing dataset. Finally, click the

Evaluate green button to perform the evaluation. (See Figure 7.55.)
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Figure 7.55: Evaluate a fusion using a testing dataset

7.3.6 Cross-Validation Evaluations

In BigML, you can use k-fold cross-validation ' to evaluate your models, ensembles, logistic regressions,
and deepnets. Cross-validation evaluations are implementing in BigML as a WhizzML script and they
can be found in BigML Gallery:

1. Go to the scripts Gallery'> where you will find five different scripts to perform cross-validation:

+ Basic 5-fold cross-validation'®: performs a 5-fold cross-validation for models with default
model configuration options. Learn the default options for models in Subsection 7.4.5.2. (See
Figure 7.56.)

"Yhttps://en.wikipedia.org/wiki/Cross-validation_(statistics)#k-fold_cross-validation

Shttps://bigml.com/gallery/scripts
Bhttps: //bigml.com/dashboard/script/57989126af447£2234000003


https://en.wikipedia.org/wiki/Cross-validation_(statistics)#k-fold_cross-validation
https://bigml.com/gallery/scripts
https://bigml.com/dashboard/script/57989125af447f2234000003
https://en.wikipedia.org/wiki/Cross-validation_(statistics)#k-fold_cross-validation
https://bigml.com/gallery/scripts
https://bigml.com/dashboard/script/57989125af447f2234000003
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whizzml

5-fold cross-validation of a model created with
default parameters

Evaluations Models Cross-validation
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Figure 7.56: Basic 5-fold cross-validation

+ Model’s k-fold cross-validation'’: performs cross-validation for models. You can configure
the k-fold parameter and the model inputs. Learn about the configurable inputs for models in

Subsection 7.4.5.2. (See Figure 7.57.)
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Figure 7.57: Model’s k-fold cross-validation

+ Ensemble’s k-fold cross-validation'®: performs cross-validation for ensembles. You can
configure the k-fold parameter and the ensemble inputs. Learn about the configurable inputs

https://bigml.com/dashboard/script/579a2973af447£2234000602
Bhttps: //bigml.com/dashboard/script/57989116af447£2234000000
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for ensembles in Subsection 7.4.5.3. (See Figure 7.58.)
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Figure 7.58: Ensemble’s k-fold cross-validation

+ Logistic regresion’s k-fold cross-validation'®: performs cross-validation for logistic regres-
sion. You can configure the k-fold parameter and the logistic inputs. Learn about the config-
urable inputs for logistic regressions in Section 4.4. (See Figure 7.59.)
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Figure 7.59: Logistic regression’s k-fold cross-validation

https: //bigml.com/dashboard/script/baba720eeba31d2795001d6f
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+ Deepnet’s k-fold cross-validation®’: performs cross-validation for deepnets. You can con-
figure the k-fold parameter and the deepnet inputs. Learn about the configurable inputs for
deepnets in Section 5.4. (See Figure 7.60.)
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Figure 7.60: Deepnet’s k-fold cross-validation

2. By clicking the script preview you can inspect script’s details such as the source-code, the script
input and the output. (See Figure 7.57.) You can find additional documentation about WhizzML
scripts here?’.

nttps://bigml.com/user/whizzml/gallery/script/5a9ed849eba31d3b480005b1
2"nttps://bigml.com/whizzml
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G0 Kn Model's k-fold cross-validation a0

ﬁ

1 ;; This code will eventually be defined as a library. l|

2

3 (define MODEL_OPTIONS [“balonce_ocbjective”

4 "missing_splits”

5 "pruning"”

] "weight_field"

7 "objective_weights"”

8 "node_threshold"])

9 (define ENSEMBLE_OPTIONS (concat MODEL_OPTIONS

18 ["sample_rate”
h 11 "ranlaromant " ‘

k-fold cross-validation for models

= o

dataset-id Select the dataset for training/test the

model

k-folds Select the number of folds to spit the

23
dataset

objective-id Objective field ID, or empty for default
dataset objective field
missing-splits Sets the model's missing_splits flag

stat-pruning Sets statistical pruning flag

cross-validation-output Average of evaluations results

License: Creative Commons Zero V1.0 ﬁ

Figure 7.61: Cross-validation script view

3. Clone your preferred script for FREE. You can clone it from the script preview by clicking the
FREE button. (See Figure 7.62.)

Copyright © 2024, BigML, Inc.
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Figure 7.62: Clone script from preview

Alternatively, you can clone it from the script view by clicking the FREE or Buy buttons. (See
Figure 7.63.)

Do kn Model's k-fold cross-validation " FREE 9]
Source code @
1 This code will event a
z
3  (define MODEL_DPTIONS [
4
5
6
7
B e _
9 (define ENSEMBLE_OPTIONS (concat MODEL_OPTIONS
18 ["sample_rate”
11 "ranl Aramant "

k-fold cross-validation for models
Inputs

Outputs

cross-validation-output

Liense: Creathea Commons Zero V1L Buy @
Figure 7.63: Clone script from script view

A modal window will appear asking you for confirmation. (See Figure 7.64.)



Clone this script

You are about to clone this script

To get it for FREE, click Clone

Cancel % " Clone |

Figure 7.64: Confirmation message to clone script

4. Once you clone the script, you will be redirected to the Execution view to set your inputs. You
need to select a dataset and optionally, you can configure the rest of the inputs. If you do not
configure them, they will take the default values. You can find an explanation of all your inputs in
Subsection 7.4.5. (See Figure 7.65.)

Sources Datasets Madels Clusters Anomalies Associations Predictions

=8 fP. eeoee Model's k-fold cross-validation ® G @ O

Source code @

k-fold cross-validation for models

Inputs — Setup them to start an execution 1 input with undefined value
ji PR Select the dataset for training/test the
dataset-id Select a dataset R
k-folds 12 5 Select the numbeer of folds to split the
dataset

objective-id ve field 1D, or empty for default

objective field
missing-splits boolean False ¥ | Satsthe model's missing_splits flag
stat-pruning boolean False ¥ | Sets statistical pruning flag
Outputs @

New Execution name:

Model's k-fold cross-validation's execution

Figure 7.65: Configure cross-validation inputs

5. Once you have selected the dataset, click Execute . (See Figure 7.66.)
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stat-pruning boolean False ¥ | Setsstatistical pruning flag
——
Qutputs ®

New Execution name:

Model's k-fold cross-validation's execution Reset Execute

Figure 7.66: Execute cross-validation script

6. Once you execute the script, you can check the progress of your script in the execution view where
you will find the elapsed time, the total resources generated and the script log messages. (See
Figure 7.67.)
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Figure 7.67: Cross-validation execution progress

7. Finally, cross-validation yields k different models and k different evaluations. The results of the
single evaluations are averaged to obtain the final model performance measures. Access the final
cross-validation evaluation containing the averaged measures by clicking on the evaluation ID



link in the Outputs section. Read more about cross-validation measures in Subsection 7.2.3.
The k intermediary resources can be found in the same view under the Resources panel. (See

Figure 7.68.)
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Figure 7.68: Cross-validation output and resources

You can perform again any new cross-validation by clicking on your cloned script listed under the scripts
tab in the BigML Dashboard. (See Figure 7.69.)

Sources Datasets Medels + Clusters Anomalies Associations Predictions Tasks
Scripts Q, ="
Type & MName A ﬂ - ﬁ = () 3
(E,a Model's k-fold cross-validation 14min 13.6KB
Shaw | 10 scripts 1101 of 1 scripts [ 1]

Figure 7.69: Cross-validation script in scripts list view

7.4 Evaluation Configuration Options

BigML allows you to configure different options for single evaluations and for cross-validation evaluations.
For cross-validation, the configuration options are called inputs.

In the following subsections you will find an explanation of each single evaluation configuration options.
The last subsection (Subsection 7.4.5) details cross-validation inputs.

For single evaluations, all the options are found under the configuration panel that appears once you
select the model and the testing dataset as shown in Figure 7.70.
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Figure 7.70: Evaluation configuration panel

Note: some configuration options may change depending on whether you are evaluating a
model, an ensemble, a logistic regression, a deepnet, or a fusion.

7.4.1 Missing Strategies

This option is only available for models, ensembles, and fusions that contain models and/or ensembles;
for logistic regressions and deepnets the option to include missing values is configured when training
the model.

When the testing dataset contains instances with missing values for models and ensembles, BigML can
take two different approaches to return a prediction for those instances:

+ Last prediction: when a missing value is found in the testing data for a decision node, the predic-
tion returned will be the one from the parent of the missing split. (See Figure 7.71.)

Figure 7.71: Last prediction icon

» Proportional missing strategy: when a missing value is found in the testing data for a deci-
sion node, the prediction is calculated based on all subtrees predictions, taking into account the
proportion of data in each subtree. (See Figure 7.72.)

Figure 7.72: Proportional missing strategy icon

BigML uses Last prediction as the default strategy. Select your preferred option by clicking the corre-
sponding icon shown in Figure 7.73.
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Figure 7.73: Missing strategies for evaluations

Note: if the model or ensemble has been trained with Missing splits (learn more about this pa-
rameter in Ensembles chapter in Subsection 1.4.4), the Missing strategy may not have any impact
since missing values would already be considered by the model or the ensemble as valid values.

7.4.2 Select the Voting Strategy for Decision Forests

For Decision Forests ensembles, you can select the voting strategy you want to calculate the evaluation.
See a complete explanation about the three options that BigML provides in Subsection 2.6.3.2. Selecting
a given voting strategy will also determine the threshold to calculate the curves (see Subsection 7.2.1.4).

 Probability: For classification ensembles per-class probabilities are averaged taking into account
all trees composing the ensemble. The class with higher probability is the winner class. For
regression ensemble the probability option averages the predictions of the trees composing the
ensemble.

» Confidence: For classification ensembles per-class confidences are averaged taking into ac-
count all trees composing the ensemble. The class with higher confidence is the winner class. For
regression ensembles the confidence option averages the predictions of the trees composing the
ensemble

» Votes: For classification ensembles each tree prediction is considered as one vote. The “votes”
of a given class is the percentage of trees in the ensemble that vote for that class. For regression
ensembles the votes option averages the predictions of the trees composing the ensemble. It gives
the same results as the probability
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Figure 7.74: Select the voting strategy to calculate the evaluation

Note: for single decision tree evaluations you can also choose between probabilities and confi-
dences to calculate the thresholds of the evaluation curves.

7.4.3 Fields Mapping

You can specify which fields in the model, ensemble, logistic regression, deepnet, or fusion match with
the fields in the testing dataset. BigML automatically matches fields by name, but you can also set
an automatic match by field ID by clicking on the green switcher shown in Figure 7.75. You can also
manually search for fields or remove them from the Dataset fields column if you do not want them to
be considered during the evaluation.
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Figure 7.75: Fields Mapping for evaluations

Note: the fields mapping from the BigML Dashboard has a limit of 200 fields; for evaluations with
a higher number of fields, you can use from the BigML API-? if you need to map your fields.

7.4.4 Sampling Your Dataset

Sometimes you do not need all the data contained in your testing dataset to generate your evaluations.
If you have a very large dataset, sampling may be a good way of getting faster results. BigML allows
you to take a sample before creating an evaluation so you do not need to create a different dataset. You
can configure the sampling options detailed in the following subsections. (See Figure 7.76.)

7.4.4.1 Rate

The Rate is the proportion of instances to include in your sample. You can set any value between 0%
and 100%. Defaults to 100%.

7.44.2 Range

Specifies a subset of instances from which to sample, e.g., choose from instance 1 until 200. The Rate
you set will be computed over the Range configured. This option may be useful when you have temporal
data, and you want to train your model with historical data, and test it with the most recent one to check
if it can predict based on time.

7.4.4.3 Sampling

By default, BigML selects your instances for the sample by using a random number generator, which
means two samples from the same dataset will likely be different even when using the same rates and
row ranges. If you choose deterministic sampling, the random-number generator will always use the
same seed, thus producing repeatable results. This lets you work with identical samples from the same
dataset.

7.4.4.4 Replacement

Sampling with replacement allows a single instance to be selected multiple times. Sampling without re-
placement ensures that each instance cannot be selected more than once. By default, BigML generates

2nttps://bigml.com/api/evaluations#ev_evaluation_arguments
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samples without replacement.

7.4.4.5 Out of bag

This argument will create a sample containing only out-of-bag instances for the currently defined rate.
If an instance is not selected as part of a sample, it is considered out of bag. Thus, the final total
percentage of instances for your sample will be 100% minus the rate configured for your sample (when
replacement is false). This can be useful for splitting a dataset into training and testing subsets. It is only
electable when a sample rate is less than 100%.
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Figure 7.76: Sampling options for evaluations

7.4.5 Cross-Validation Configuration Options

Depending on the cross-validation script, you will be able to configure different inputs. As it was men-
tioned in Subsection 7.3.6, you can find three different types of cross-validation scripts in the BigML
Gallery. You can find a separate explanation of each one in the following subsections.

7.4.5.1 Basic 5-fold cross-validation

Basic 5-fold cross-validation script only has one configurable input: the dataset-id. (See Figure 7.77.)
You can click on the selector and search the dataset by name. Once you have selected the dataset you
can execute the script and it automatically splits your dataset into & = 5 subsets creating five different
models and five evaluations using default inputs. Next Subsection 7.4.5.2 explains the default inputs for
models.
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Figure 7.77: Select a dataset to execute a basic 5-fold cross-validation

7.4.5.2 Model’s k-fold cross-validation

You can configure the following inputs for your model’s k-fold cross-validation (see Figure 7.78):

dataset-id: select an existing dataset by clicking on the selector and searching the dataset by
name.

k-folds: set the number of partitions for your dataset. Your dataset will be split into k& subsets
creating k different models and & different evaluations. By default k=5, a k=10 is also commonly
used.

objective-id: set the ID of the field you want to be the objective field. You can find the field ID in
your dataset view by mousing over the field type. It can be a categorical or numeric field. If no ID
is given, BigML takes the dataset default objective field. (See Subsection 1.4.1.)

missing-splits: set this input to true to consider missing values as valid values in your model. By
default, it is set to false. (See Subsection 1.4.4.)

stat-pruning: apply statistical pruning to all the tree nodes in order to avoid overfitting. By default,
this option is disabled and the smart pruning is enabled. (See Subsection 1.4.3.)

balance-objective: enable this option to let BigML automatically balance the classes of the ob-
jective field. This is only available for classification models. By default this option is disabled. (See
Subsection 1.4.6.1.)

weight-field: weigh the instances considering the values of one field. You need to input the field
ID. The selected field must be numerical and it must not contain missing values. This is valid for
both regression and classification models. (See Subsection 1.4.6.3.)

objective-weights: set a specific weight for each class of the objective field. You need to list the
weights in the same order that classes are found in your dataset histogram, e.g., to weight red,
blue and yellow classes you need to input [2,3,1]. If a class is not listed, it is assumed to have a
weight of 1. Weights of 0 are also valid. This option is only available for classification models. (See
Subsection 1.4.6.2.)

node-threshold: set a threshold for the nodes so the model stops growing. You can set a value
between 3 and 2,000. By default it is set to -1 which indicates that no threshold applies. This
parameter is also useful to avoid overfitting. (See Subsection 1.4.5.)
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Figure 7.78: Model’s k-fold cross-validation configuration

7.4.5.3 Ensemble’s k-fold cross-validation

You can configure the following inputs for your ensemble’s k-fold cross-validation (see Figure 7.79):

dataset-id: select an existing dataset by clicking on the selector and searching the dataset by
name.

k-folds: set the number of partitions for your dataset. Your dataset will be split into k& subsets
creating k different ensembles and & different evaluations. By default k=5, a k=10 is also commonly
used.

objective-id: set the ID of the field you want to be the objective field. You can find the field ID in
your dataset view mousing over the field type. It can be a categorical or numeric field. If no ID is
given, BigML takes the dataset default objective field. (See Subsection 2.4.1.)

number-of-models: total number of models in the ensemble. You can choose between 2 and
1,000 models. By default it is set to 10 models. (See Subsection 2.4.4.)

missing-splits: set this input to true to consider missing values as valid values in your ensemble.
By default it is set to false. (See Subsection 2.4.6.2.)

stat-pruning: apply statistical pruning to all the tree nodes in order to avoid overfitting. By default
this option is disabled and the smart pruning is enabled. (See Subsection 1.4.3.)

balance-objective: enable this option to let BigML automatically balance the classes of the objec-
tive field. This is only available for classification ensembles. By default this option is disable. (See
Subsection 2.4.8.1.)

weight-field: weigh the instances considering the values of one field. You need to input the field
ID. The selected field must be numerical and it must not contain missing values. This is valid for
both regression and classification ensembles. (See Subsection 2.4.8.3.)

objective-weights: set a specific weight for each class of the objective field. You need to list the
weights in the same order that classes are found in your dataset histogram, e.g., to weight red,
blue and yellow classes you need to input [2,3,1]. If a class is not listed, it is assumed to have a



weight of 1. Weights of 0 are also valid. This option is only available for classification ensembles.
(See Subsection 2.4.8.2.)

» node-threshold: when the number of computed nodes is greater than this threshold, model growth
stops. You can set a value between 3 and 2,000. By default it is set to -1 which indicates that no
threshold applies. This parameter is useful to avoid overfitting. (See Subsection 2.4.6.3.)

+ sample-rate: set a percentage of the dataset to build each single tree. By default it is set to 100%
with replacement. (See Subsection 2.4.9.1.)

* replacement: enable this parameter to allow a single instance to be selected multiple times. Sam-
pling without replacement ensures that each instance cannot be selected more than once. For
ensembles, you need to set this parameter to true if your sampling rate is 100% to ensure single
trees are built using different subsets of your dataset. (See Subsection 2.4.9.3.)

» randomize: set this input to true to use Random Decision Forests algorithm instead of Bagging
as the algorithm to build the ensemble. (See Subsection 2.4.3.)

» seed: write any character to randomize the ensemble sampling. By leaving this input in blank the
random-number generator will always use the same seed, producing repeatable results. By default
it is configured to create random samples. (See Subsection 2.4.9.)
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Figure 7.79: Ensembile’s k-fold cross-validation configuration

7.5 Visualizing Evaluations

After evaluations are created, you can visualize them in the BigML Dashboard.

Different visualizations are provided for classification (see Subsection 7.5.2) and regression (see Sub-
section 7.5.3) evaluations. Both types of evaluations shared the original resources information at the
top of the view (see Subsection 7.5.1).

Cross-validation visualizations are very similar to single evaluations, the main differences are explained
in Subsection 7.5.4.



7.5.1 Original Resources Information

For single evaluations, the original model and testing dataset used to create the evaluation will appear
at the top of the evaluations view along with their corresponding icons so you can come back to see the
resources. (See Figure 7.80.)
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Figure 7.80: Example of an ensemble evaluation top view information

The information for each resource includes some of the parameter values used to create them:
» For models, ensembles, logistic regressions and deepnets:
— Model type (regression or classification).

— Obijective field name.

Model size.

Number of fields: used to build the model.

Number of instances: used to build the model.

Description (see Section 1.10.)
— Sampling and ordering options (see Subsection 1.4.7 and Subsection 1.4.8.)
= Instances: number of sampled instances.
= Sample rate: percentage of the training dataset used to build the model.
= Range: instances selected to build the model.
= Sampling: deterministic or random.
= Replacement: true or false.
= Out of bag: true or false.
= Ordering: linear, random or deterministic.
+ Ensembles also include:
— Type: Decision Forests or Boosted Trees (See Subsection 2.4.3)
— Number of models: total single models in the ensemble

+ For testing datasets:



Dataset size

Number of fields: in the testing dataset

Number of instances: in the testing dataset

Description: see Subsection 7.9.2
— Sampling and ordering options (See Subsection 7.4.4.)

= Instances: number of sampled instances

*

Sample rate: percentage of the testing dataset used to create the evaluation

= Range: instances selected to sample the testing dataset

*

Sampling: deterministic or random.

= Replacement: true or false.

*

Out of bag: true or false.

*

Ordering: linear, random or deterministic.

7.5.2 Classification Evaluations

For classification models, BigML provides several views that are accesible by clicking in the correspond-
ing icons at the top menu.

7.5.2.1 General Evaluation

This first visualization provides the general confusion matrix which contains the correctly classified
instances as well as the errors made by the model for each of the objective field classes whithout
applying any threshold.

In the table rows you can find the predictions for the positive class and the negative classes, and
in the columns the actual instances in the testing dataset. You can transpose rows by columns by
clicking on the switcher shown in Figure 7.81. You can also download the confusion matrix in Excel
format by clicking the option shown in Figure 7.81.
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Figure 7.81: Confusion matrix view

If you select a postive class in the selector, the confusion matrix cells will be painted according to the
True Positives (TP), False Positives (FP), True Negatives (TN) and False Negatives (FN). By hovering a

class in the table you get also these colors Figure 7.82.
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Figure 7.82: Select a positive class

In the metrics below the confusion matrix you will see the performance measures for the class selected
as the positive class such as Precision, Recall, F-Measure, Phi Coefficient and Accuracy. If you
select “All classes”, you will get the averages for the overall model. You can also compared these
metrics to other two types of models: one using the mode as its prediction and the other predicting a
random class of the objective field. At the very least, you would expect your model to outperform these
weak benchmarks. (See Figure 7.83).
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Figure 7.83: Performance metrics and benchmark models view

The confusion matrix will display up to five different classes. If your model contains more than five
classes in the objective field, you can download the confusion matrix in Excel format by clicking the
option shown in Figure 7.84.
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7.5.2.2 Evaluation curves

BigML offers four different evaluation curves: the ROC curve, the Precision-Recall curve, the Gain
curve and the Lift curve. All of them are explained in detailed in Subsection 7.2.1.5.

You can select the positive class and the threshold for each curve and you will see the confusion
matrix values and the metrics changing in real-time (see Figure 7.85).
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Figure 7.85: Select the evaluation curve, the positive class and the threshold

The confusion matrices for the curves have always two columns and two rows although there are more
than two classes in the objective field. This is because the postive class is the one predicted given a
certain threshold and if the threshold is not met, the rest of classes are aggregated as a single “Negative
class” and predicted instead. Read more about positive and negative classes in Subsection 7.2.1.2).

From each curve visualization you can:
» Download the confusion matrix in Excel format

» Download the chart in PNG format with or without legends.
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7.5.3 Regression Evaluations

You can visualize the regression measures in the green boxed histograms: Mean Absolute Error,
Mean Squared Errror and R Squared. Read more about regression measures in Subsection 7.2.2.
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Figure 7.87: Performance measures for regression models, ensembles, deepnets,
and fusions

By default, BigML provides the measures of two other types of models to compare against your model
performance. One of them uses the mean as its prediction and the other predicts a random value in the
range of the objective field. At the very least, you would expect your model to outperform these weak
benchmarks. You can remove the benchmarks by clicking the icons shown in Figure 7.88.
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Figure 7.88: Compare regression models against random and mode values

7.5.4 Cross-Validation Visualization

Since cross-validation measures are calculated by averaging the single & evaluations, you cannot find
the confusion matrix and evaluation curves explained in Subsection 7.5.2. Instead, the main metrics are
plot in different histograms. Additionally, you can see the standard deviation per measure under the
sigma symbol icon. You can find a cross-validation example for a classification model below.

Copyright © 2024, BigML, Inc.
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Figure 7.89: Cross-validation view for classification measures

At the top of the view, you can find the list of the single evaluations used to compute the cross-validation
measures by clicking on the Evaluations panel. (See Figure 7.90.)
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7.6 Evaluation Comparison

Evaluation comparison allows you to identify the algorithms and configurations that yield the highest
performance. In BigML you can compare two evaluations side by side or multiple evaluations simultane-
ously. Both options are explained in the following subsections.

7.6.1 Compare Evaluations Side By Side

In BigML, you can easily compare two evaluations side by side by clickihng COMPARE EVALUATION in the
1-click action menu option from the evaluation view. (Figure 7.91). This option is deprecated for the
new evaluations that include the evaluation curves explained in Subsection 7.2.1.5.
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Figure 7.91: Compare evaluations using 1-click action menu

Alternatively, you can use the COMPARE EVALUATIONS menu option, from the pop up menu. (Fig-
ure 7.92.)
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Figure 7.92: Compare evaluations using pop up menu

You can also click on the COMPARE EVALUATIONS list view from the 1-click action menu in the evaluation
list view. (Figure 7.93).
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Figure 7.93: Compare evaluations using 1-click action menu from list view

Using any of the options you will be redirected to the Compare Evaluations view where you will be able
to select the evaluations you want to compare. (Figure 7.94.)

Compare Evaluations

ion of Diabetes di: is dataset - sample (... ¥ | ¥ Search evaluation ... s

[ Q

You can on Please enter 1 more character
with the saffie sampling parameters.

Evaluation Of Diabetes Diagnosis Dataset - Sam... (C]

Figure 7.94: Select the other evaluation



Note: you can only compare two evaluations that use the same testing dataset and the same
evaluation configuration; otherwise evaluations are not comparable.

The performance measures of your selected evaluations will be displayed side by side. BigML automat-
ically computes the variation of the right-hand-side evaluation compared to the left-hand-side one. You
can find those variations next to each performance measure of the right-hand-side evaluation. You can
also select another evaluations from the evaluations selectors. (See Figure 7.95.)
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Compare Evaluations
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Figure 7.95: Compare evaluations side by side

7.6.2 Compare Multiple Evaluations

The main goal of comparing multiple evaluations is to analyze different model performances by plotting
their evaluation results in a chart. BigML evaluation comparison offers a flexible and visual way to
compare multiple classification models built using different algorithms (models, ensembles, logistic
regression, deepnets, or fusions) and/or different configurations as long as the testing dataset is the
same. Cross-validation evaluations are not eligible for the Evaluation comparison tool since they use
different testing datasets to compute the averaged measures.

You can compare multiple classification evaluations using the option from the 1-click action menu
as shown in Figure 7.96. Previously built evaluations to the evaluation curves explained in Subsec-
tion 7.2.1.5 do not show this option anymore.
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Figure 7.96: Compare multiple evaluations using 1-click action menu

You can also click on the COMPARE MULTIPLE EVALUATIONS list view from the 1-click action menu in
the evaluation list view. (Figure 7.97).
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Figure 7.97: Compare multiple evaluations using 1-click action menu from the list
view

A chart displaying the curves for the current evaluation will be displayed. You can select any of the four
evaluation curves offered by BigML: Precision-Recall curve, ROC curve, Gain curve and Lift curve.
(See Figure 7.98.) You can find a detailed explanation of the evaluation curves in Subsection 7.2.1.5.
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Figure 7.98: Select an evaluation curve

You can plot different evaluations in the chart by clicking the evaluation selector shown in Figure 7.99.
You will only be able to select other comparable evaluations, i.e., other evaluations that were built using

the same testing dataset. BigML allows to compare up to 150 evaluations simultaneously selecting
them in groups of 20 evaluations from the selector.
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Figure 7.99: Select evaluations to compare

Your selected evaluations will appear in the chart with different colors. The evaluation curves and metrics
will be calculated according to the positive class selected. You can select to sort your evaluations in
the legend by any of the available metrics: the ROC AUC, the PR AUC, the K-S statistic, the Kendall’s
Tau or the Spearman’s Rho. In the legend, for each evaluation, you will have the name, the icon of
the model used, the sorting metric, and the configuration parameters used to create the model. By
hovering over the evaluations in the legend you will be able to hide or remove them at any time.
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Figure 7.100: Manage evaluations from the legend

Apart from the ROC AUC and PR AUC metrics shown in the legend for, you will also be able to see the
PR AUCH and ROC AUCH by hovering over the evaluation names. Again, refer to Subsection 7.2.1.5
for a detailed explanation about the AUCH (Are Under the Convex Hull).
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Figure 7.101: See the PR AUCH and ROC AUCH by hovering over the evaluation

name in the table

If you select the Gain curve you will also obtain the K-S statististic by hovering over the evaluation

name in the legend. (See Subsection 7.2.1.5 for a detailed explanation).
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Figure 7.102: See the K-S statistic by hovering over the evaluation name in the
table

The panel below the chart, contains a table with all the selected evaluations, their metrics and a set
of model parameters to help you identify which algorithm and configuration performs better (see Fig-
ure 7.103):

ROC AUC: the Area Under the Curve of the ROC curve.

PR AUC: the Area Under the Curve of the Precision-Recall curve.
K-S: the K-S statistic of the Gain curve.

Tau: the Kendall’s tau coefficient.

Rho: the Spearman’s rho coefficient.

Model Type: if the resource evaluated is a single model, ensemble, logistic regression, deepnet,
or fusion.

Number of nodes: maximum number of splits set for training the model or ensemble.

Number of models: number of models set for training the ensemble. For models, it will always be
1.

% of Bagging: percentage of the dataset instances used for training the single trees composing
the ensemble.

Randomize: if the single trees composing an ensemble take a random sample of fields per split.
Boosted: if the ensemble is composed of Boosted trees.
Balanced: if the model or ensemble has been built previously balancing the objective field.

Missing splits: if the model or ensemble has been built taking into account the missing values in
the dataset.

Default Numeric: if the logistic regression has been built replacing the missing values by the field
mean, maximum, minimum or zero.



+ Auto-scaled: if the fields in the logistic regression have been auto-scaled.

+ Bias: if the logistic regression includes the bias term.

You can find a detailed explanation of each configuration parameter depending if the model is a single
tree (Section 1.4), an esemble (Section 2.4), a logistic regression (Section 4.4), or a deepnet (Sec-

tion 5.4) in the corresponding sections.
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Figure 7.103: Table containing all the evaluations and the model parameters

7.6.2.1 Exporting Evaluation Comparison

You can export the multiple comparison chart in PNG format with or without legends by clicking the
icon shown in Figure 7.104. The legend includes the evaluations names, the selected sorting metric

and the model configuration options.
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Figure 7.104: Export multiple comparison chart in PNG format

7.7 Consuming Evaluations

BigML allows you to create and consume your evaluations programmatically via the BigML API and
bindings. The following subsections explain both tools.

7.7.1 Using Evaluations Via the BigML API

You can perform all the evaluation actions explained in this document via the BigML API such as creating,
configuring, retrieving, listing, updating, and deleting evaluations.

See below how to create an evaluation just using a model and a testing dataset once you have properly
set the BIGML_AUTH environment variable to contain your authentication credentials:

curl "https://bigml.io/evaluation?$BIGML_AUTH" \
-X POST \
-H 'content-type: application/json' \
-d '{"dataset": "dataset/50650bdf3c19201b64000020",
"model": "model/50650bea3c19201b64000024"}"

Apart from all the BigML Dashboard actions, you can also create an evaluation using multiple models
and multiple datasets via the BigML API:

+ Provide multiple model IDs, and the models will be evaluated as an ensemble and you can select
your preferred voting strategy option. (See Subsection 7.4.2.)

+ Provide a list of datasets identifiers, and the corresponding datasets will be concatenated and used
as input. You can also sample the resulting dataset. (See Subsection 7.4.4.)



For more information on using evaluations through the BigML API, please refer to documentation?®.

7.7.2 Using Evaluations Via the BigML Bindings

You can create and use evaluations via BigML bindings which are libraries aimed to make it easier to
use the BigML API from your language of choice. BigML offers bindings for several languages including
Python, Node.js, Java, Swift or Objective-C. You can find an example to create an evaluation with Python
bindings below.

from bigml.api import BigML

api = BigML()

evaluation = api.create_evaluation('model/57506c472275c1666b004b10",
'dataset/576d213d983efc63e8000038")

For more information on BigML bindings, please refer to the bindings page?*.

7.8 Evaluation Limits

Similarly to the rest of resources in BigML, evaluations have some limits in the number of classes, terms,
and items allowed per field:

+ Classes: a maximum number of 1,000 distinct classes per field is allowed.

» Terms: BigML can handle up to 1,000 tokens in total. In case multiple text fields are defined,
then the token limit per field is evenly divided by the number of text fields, e.g., a dataset with two
text fields would result in 500 terms per text field. BigML selects those terms with most significant
frequency, discarding both those that appear either too often or too infrequently. Moreover, a
maximum of 256 characters are allowed.

+ Items: a maximum number of 10,000 distinct items per field is allowed.
7.9 Descriptive Information
Each evaluation has an associated name, description, category, and tags. The following subsections

provide a brief description for each concept. See the options that the More info menu option gives to
edit them (Figure 7.105).
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Figure 7.105: Panel to edit an evaluation name, description, category, and tags
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7.9.1 Evaluation Name

Each evaluation name is displayed on the list view and also on the top bar of an evaluation view. Eval-
uation names are indexed to be used in searches. When you create an evaluation, it gets a default
name. You can change it using the MORE INFO menu option on the right corner of the evaluation view
(see Figure 7.105) The name of an evaluation cannot be longer than 256 characters. More than one
evaluation can have the same name even within the same project, but they will always have different
identifiers.

7.9.2 Evaluation Description

Each evaluation also has a description that it is very useful for documenting your Machine Learning
projects. Evaluations take the description of the models used to create them.

Descriptions can be written using plain text and also markdown?°. BigML provides a simple markdown
editor that accepts a subset of markdown syntax. (See Figure 7.106.)

Edit description

You can add formatting and links using a simple markdown language:
BI=e

description** here

Description:

Write your description here

Cancel Update

Figure 7.106: Markdown editor for evaluations descriptions

Descriptions cannot be longer than 8192 characters and can use almost any character.

7.9.3 Evaluation Category

A category, taken from the model used to create the evaluation, is associated with each evaluation.
Categories are useful to classify evaluations according to the domain which your data comes from. This
is useful when you use BigML to solve problems across industries or multiple customers.

An evaluation category must be one of the categories listed on Table 7.2.

25https://en.wikipedia.org/wiki/Markdown


https://en.wikipedia.org/wiki/Markdown
https://en.wikipedia.org/wiki/Markdown

Table 7.2: Categories used to classify evaluations by BigML

Category

Aerospace and Defense

Automotive, Engineering and Manufacturing

Banking and Finance

Chemical and Pharmaceutical

Consumer and Retalil

Demographics and Surveys

Energy, Oil and Gas

Fraud and Crime

Healthcare

Higher Education and Scientific Research

Human Resources and Psychology

Insurance

Law and Order

Media, Marketing and Advertising

Miscellaneous

Physical, Earth and Life Sciences

Professional Services

Public Sector and Nonprofit

Sports and Games

Technology and Communications

Transportation and Logistics

Travel and Leisure

Uncategorized
Utilities

7.9.4 Evaluation Tags

An evaluation can also have a number of tags associated with it that can help to retrieve it via the BigML
API or to provide evaluations with some extra information. An evaluation inherits the tags from the model
used to create it. Each tag is limited to a maximum of 128 characters. Each evaluation can have up to
32 different tags.

7.10 Evaluation Privacy
The link displayed in the Privacy panel is the private URL of your evaluation, so only a user logged into
your account is able to see it.

BigML allows you to share your evaluations by enabling the secret link. Just click the switcher icon,
copy the link and share it with others.
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Figure 7.107: Share evaluations

7.11  Moving Evaluations to Another Project

When you create an evaluation, it will be assigned to the same project where the original model is
located. However, you can move evaluations between projects from two different places:

+ Clicking the MOVE TO... option in the 1-click action menu from the evaluation view:

Secripts ¥
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Figure 7.108: Move evaluation from the 1-click action menu

+ Clicking the MOVE TO... option in the pop up menu from the evaluation list view:
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Figure 7.109: Move evaluation from the pop up menu
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7.12 Stopping Evaluation Creation
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You can stop the creation of an evaluation before the task is finished by clicking the DELETE EVALUATION
option from the 1-click action menu from the evaluation view (Figure 7.110), or from the pop up menu
on the evaluation list view (see Figure 7.111).

Sources

Datasets Clusters
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Evaluation of Arrythmia diagnosis dat...

Processing...

Your ensemble and dataset are being processed and we'll generate a evaluation soon

Figure 7.110: Stop evaluation creation
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Figure 7.111: Stop evaluation from popu up menu

Note: if you stop the evaluation during its creation you will not be able to resume the same task.
If you want to create the same evaluation you will have to start a new task.

7.13 Deleting Evaluation

You can delete your evaluations by clicking the DELETE EVALUATION option from the 1-click action menu
from the evaluation view, (Figure 7.112).
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Figure 7.112: Delete evaluation from the 1-click action menu

Alternatively, you can click the DELETE EVALUATION option in the pop up menu on the evaluation list
view (Figure 7.113).
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Figure 7.113: Delete evaluation from popu up menu

A modal window will be displayed asking you for confirmation. Once an evaluation is deleted, it is
permanently deleted, and there is no way you (or even the IT folks at BigML) can retrieve it.

Are you sure you want to delete this evaluation?

If you delete this evaluation, you will no longer have access to it and you will need to recreate it
from your models and datasets.

Figure 7.114: Delete evaluation confirmation

7.14 Takeaways

This chapter explains evaluations in detail. Here is a list of key points:

» An evaluation allows you to measure your model, ensemble, logistic regression, deepnet, and
fusion performance.

+ In BigML you can perform two types of evaluations: single evaluations and cross-validation
evaluations.

* You need a model and a testing dataset to create a single evaluation. (See Figure 7.115.)

* You just need an existing dataset to create a cross-validation evaluation. (See Figure 7.116.)
+ BigML provides you a range of configuration options before creating your evaluation.

» Performance measures are different for classification and regression models.

» The confusion matrix is a key element to evaluate the performance of classification models.

» You can compare your evaluations measures against models using the mean, the mode, and a
random value to predict.

« BigML provides different visualizations for the ROC curve, the Precision-Recall curve, the Gain
curve, and the Lift curve along with their AUC, K-S statistic and other metrics.

* You can compare two or more evaluations built with different configurations and algorithms to
select the model with the best performance.



You can download your confusion matrix in Excel format.

You can create and use evaluations via the BigML API and bindings.
You can add descriptive information to your evaluations.

You can move your evaluations between projects.

You can share your evaluations with other people using the secret link.
You can stop your evaluations creation by deleting them.

You can permanently delete an existing evaluation.
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&

Figure 7.115: Single evaluations workflow
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Figure 7.116: Cross-validation workflow



Please use the noidx option in the documentclass invocation.
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Glossary

Bagging an ensemble based algorithm that uses a random subset of instances to generate each single
tree. 96

BigML Gallery a section of BigML to share, buy or sell datasets, models, and scripts. Go to Gallery.
74,77,84, 528

Classification a modeling task whose objective field (i.e., the field being predicted) is categorical and
predicts classes. ii, 1, 3, 23, 25, 83, 85, 98, 165, 168, 246, 346, 347, 357, 391, 434, 436, 452, 494,
498, 556

Clustering an unsupervised Machine Learning task in which dataset instances are grouped into geo-
metrically related subsets. 10

Confidence an indicator of the prediction’s certainty for classification models and ensembles. It takes
into account the class distribution and the number of instances at a certain node. It is a value
between 0% and 100%. 35, 83, 119, 166

Dashboard The BigML web-based interface that helps you privately navigate, visualize, and interact
with your modeling resources. ii, 1, 35, 77, 86, 120, 168, 214, 219, 246, 298, 305, 346, 391, 397,
434, 452, 456, 494

Dataset the structured version of a BigML source. It is used as input to build your predictive models.
For each field in your dataset a number of basic statistics (min, max, mean, etc.) are parsed and
produced as output. 1, 48, 132, 221, 312, 404, 458, 494

Decision Trees a class of Machine Learning algorithms used to solve regression and classification
problems. Decision trees are composed of nodes and branches that create a model of decisions
with a tree graph. Nodes represent the predictors or labels that have an influence in the predictive
path, and the branches represent the rules followed by the algorithm to make a given prediction. 1

Deepnets an optimized implementation of deep neural networks, a class of supervised learning algo-
rithms, that can be used to solve regression and classification problems. The input features are
fed to one or several groups “nodes”, each group of nodes form a “layer”. Each node is essentially
a function on the input that transforms the input features into another value or collection of values.
This process continues layer by layer, until we reach the final output (prediction), an array of per-
class probabilities forclassification problems or a single, real value for regression problems. ii, 168,
434, 435, 440, 494

Early split when the dataset is bigger than 34 GB, BigML automatically takes a sample of your data
and performs an early split so the model creation becomes significantly faster. It detects when
an early split is safe by calculating the summary statistics collected at each node. Early splitting
requires that the training data is shuffled beforehand to avoid generating inaccurate models caused
by ordered fields in the input rows (as it will process the first x instances, then the next x ones and
soon). 3, 19, 106, 199


https://bigml.com/gallery

Ensembles a class of Machine Learning algorithms in which multiple independent classifiers or regres-
sors are trained, and the combination of these classifiers is used to predict an objective field. An
ensemble of models built on samples of the data can become a powerful predictor by averaging
away the errors of each individual model. ii, 119, 165, 168, 246, 346, 434, 435, 440, 494

Expected error an indicator of the prediction’s certainty for regression models and ensembles. It is the
average of the predictions errors at a certain node. 7, 35, 83, 119, 166

Field an attribute of each instance in your data. Also called "feature", "covariate", or "predictor". Each
field is associated with a type (numeric, categorical, text, items, or date-time). 1, 25, 85, 110, 246,
346, 434

Field importance a measure of each field importance for predicting the objective field relative to the
other fields. It is computed averaging the error each field helps to reduce at every tree split. 39,
122

Fusions supervised model that solves classification and regression problems by averaging the predic-
tions of multiple models, ensembles, logistic regressions, and/or deepnets. Fusions are based
on the same “wisdom of the crowds” principle than ensembles under which the combination of
multiple models is often more performant than any of its individual members.. ii, 434, 440, 494

Histogram a bar chart-style visualization of a collection of values, in which the range of the values is
broken up into a collection of ranges, and the height of a given bar increases as more points fall
into the range associated with that bar. 4

Instances the data points that represent the entity you want to model, also known as observations or
examples. They are usually the rows in your data with a value (potentially missing) for each field
that describes the entity. 1

Leaf aterminal node in a tree, i.e., a node that has no children. 3, 21, 593

Linear regression a popular technique from the fields of statistics that has been borrowed by Machine
Learning to solve regression problems. Linear regression assumes the output variable, or the
objective field, is a function of linear combination of the inputs. ii

Local predictions the predictions made in your local environment, faster, at no cost, by downloading
your model. 41, 69, 126, 158, 217, 230, 302, 324

Logistic regression another technique from the fields of statistics that has been borrowed by Machine
Learning to solve classification problems. For each class of the objective field, logistic regression
fits a logistic function to the training data. Logistic regression is a linear model, in the sense that it
assumes the probability of a given class is a function of a weighted combination of the inputs. ii,
346, 434, 435, 440, 494

Missing value the data points that represent the entity you want to model may present missing value,
i.e., not provide a value for all fields that compose the entity. 15, 99

Model a single decision tree-like model when we refer to it in particular, and a predictive model when
we refer to it in general. ii, 35, 83, 168, 246, 346, 434, 435, 440, 494

Node threshold the maximum number of nodes that a BigML model is allowed to grow. 15, 99

Non-preferred fields fields that, for a number of possible reasons, are by default not included in the
modeling process. One example of this is fields that contain the same value for every instance; in
general, constant fields add no information to the modeling process. 11, 92

Objective Field the field that a regression or classification model will predict (also known as target). 1,
12, 15, 83, 85, 86, 93, 101, 109, 165, 168, 173, 174, 201, 245, 246, 247, 252, 253, 284, 326, 344,
346, 351, 373, 416, 432, 434, 436, 441, 445, 473, 492, 494, 498, 542, 543



OptiML an automated optimization process for model selection and parametrization (or hyperparametriza-
tion) to solve classification and regression problems. 13, 94, 176, 255, 438, 440

Organization a collaborative workspace where all the users in the organization can access, work on,
and visualize the same projects and resources in the BigML Dashboard. Furthermore, organiza-
tions enable you to define different roles and permissions for each user involved on your Machine
Learning projects. 488

Orthogonal the default “one-hot” coding is orthogonal since a single instance can’t be two categories at
the same time, so after recoding we also need to ensure there are not co-dependent coefficients.
Orthogonality is met when the dot product for the codings equals 0, e.g., the following codings are
orthogonal [1,1, -1, —1], [-1,1,0,0] since (1) * (—1) + (1) * (1) + (=1) % (0) + (=1) * (0) = 0. 187,
272

Overfitting the process of tailoring the model to fit the training data at the expense of generalization. 5,
14, 15, 85, 97, 99, 264, 357, 364, 365, 366, 511, 516, 542, 543

Predicate a predicate is a statement that can be either true or false depending on the values of
its component variables. BigML predicates may use the boolean operators =, <=, >=, <, >, in.
Example of predicates are balance < 1,000 and field x = "category". 3

Predicting the result of obtaining the objective field value for your new data using an existing model.
The model returns the predicted value along with a performance measure (confidence for clas-
sification or expected error for regression). 35, 119, 214, 245, 298, 344, 391, 432, 452, 492,
494

Prediction Path the series of rules that lead to a certain node in a decision tree. 22
Predictors the fields your model uses as inputs to generate the set of rules to make predictions. 109

Project an abstract resource that helps you group related BigML resources together. 2, 79, 86, 162,
214, 241, 247, 299, 340, 347, 392, 428, 435, 453, 487, 496

Random Decision Forests an ensemble based algorithm which uses a random subset of features to
generate anomaly scores. 5, 96

Regression a modeling task whose objective field (i.e., the field being predicted) is numeric. ii, 1, 3, 23,
25, 83, 85, 98, 165, 168, 346, 347, 357, 391, 434, 436, 452, 494, 498

Resource any of the Machine Learning objects provided by BigML that can be used as a building block
in the workflows needed to solve Machine Learning problems. 494

Root the node from which a tree originates. 21, 593

Sampling the process of partitioning your dataset to consider just a subset of your instances. 17, 104

Supervised learning a type of Machine Learning problem in which each instance of the data has a
label. The label for each instance is provided in the training data, and a supervised Machine
Learning algorithm learns a function or model that will predict the label given all other features in
the data. The function can then be applied to data unseen during training to predict the label for
unlabeled instances. ii, 1, 85, 168, 169, 246, 247, 346, 347, 434, 436, 494

Support the proportion of instances in the dataset which contain an itemset. The support of an as-
sociation is the portion of instances in the dataset which contain the rule’s antecedent and rule’s
consequent together over the total number of instances (V) in the dataset. 23

Task the process of creating a BigML resource, such as creating a dataset, or training a model. A given
task can also create subtasks, as, in the case of a WhizzML script that contains calls to create
other resources. 79

Time series a sequentially indexed representation of your historical data that can be used to forecast-
ing future values of numerical properties. BigML implements exponential smoothing where the
smoothing parameters assign exponentially increasing weights to most recent instances. Expo-
nential smoothing methods allow the modelization of data with trend and seasonal patterns. ii



Tree a data structure that can be described as a collection of nodes, starting at a root node, where
each node may recursively have a number of child nodes. Nodes that have no childrens are called
leaves. 3, 21, 591, 592

Unsupervised learning a type of Machine Learning problem in which the objective is not to learn a
predictor, and thus does not require each instance to be labeled. Typically, unsupervised learning
algorithms infer some summarizing structure over the dataset, such as a clustering or a set of
association rules. ii

WhizzML BigML domain-specific language for automating complex Machine Learning workflows and
implementing high-level algorithms. 528
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