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About this Document

This document provides a comprehensive description of how to work with BigML datasets using the
BigML Dashboard. Datasets is, together with Sources, the two basic building blocks to bring and prepare
your data for predictive modeling. Both supervised predictive models (classification and regression) and
unsupervised predictive models (cluster analysis, anomaly detection, and association discovery) are
built from them.

This document assumes that you are familiar with:
 Sources with the BigML Dashboard. The BigML Team. June 2016. [5]
To learn how to use the BigML Dashboard to build supervised predictive models read:
» Classification and Regression with the BigML Dashboard. The BigML Team. June 2016. [3]
» Time Series with the BigML Dashboard. The BigML Team. July 2017. [6]
To learn how to use the BigML Dashboard to build unsupervised models read:
+ Cluster Analysis with the BigML Dashboard. The BigML Team. June 2016. [4]
» Anomaly Detection with the BigML Dashboard. The BigML Team. June 2016. [1]
+ Association Discovery with the BigML Dashboard. The BigML Team. June 2016. [2]
+ Topic Modeling with the BigML Dashboard. The BigML Team. November 2016. [7]
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Introduction

A dataset is a structured version of your data. BigML computes some basic statistics for each one of
the fields of these datasets. The main goal of datasets is enabling effective wrangling of your data, so
you can build the right BigML model for your problem. This is a key step to ultimately achieve the best
results for your Machine Learning tasks.

In this chapter we assume you understand what a source is, the formats BigML accepts, the types of
fields allowed in the source, the types of sources BigML supports, size limits, etc. If you would like to
dive deeper into sources and learn all the details, we recommend that you read the Sources with the
BigML Dashboard document [5].

BigML also provides you with a large variety of datasets, available in BigML Gallery, which you can clone
and reuse. We explain how to get them in Section 13.1.

This chapter contains comprehensive description of BigML datasets including how they can be created
with just 1-click (see Chapter 3), and all configuration options available (see Chapter 4). Chapter 2
explains the technicalities behind datasets and how BigML computes statistics for each field. Chapter 5
helps you understand how BigML represents datasets in the Dashboard and the options available for
you to configure your dataset to best fit your needs.

In addition, BigML presents the dynamic scatterplot visualization, a way to analyze your data to get
better features for your Machine Learning models. (See Chapter 6 for more details). You can also find
other options like filtering and sampling your dataset (see Chapter 7) and transforming your data, such
as creating new fields, aggregating instances, joining and merging different datasets (see Chapter 8).
The process of transforming your dataset is a fundamental step towards the creation of an effective
Machine Learning solution. Moreover, you can add descriptive information to your dataset (Chapter 11),
export it to several formats and download it to your machine (see Section 9.2 and Section 9.1), move it
to another project (Chapter 14), and delete it permanently from your account (Chapter 16).

In BigML, the second tab of the main menu of your Dashboard allows you to list all of your available
datasets (Figure 1.1). In this dataset list view you can see for each dataset, the Source Details,
Name, Age (time since the source was created), Size, Number of Models, Ensembles, Logistic
Regressions, Clusters, Anomalies, and Associations created. The SEARCH menu option in the top
right corner of the dataset list view allows you to search your datasets by name. This is very handy
when you have a large number of datasets, and you cannot list them all in the same page.
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Finally, the icon in Figure 1.3 represents a dataset.

Figure 1.3: Dataset Icon
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By default, every time you start a new project, your list of datasets will be empty. (See Figure 1.2.)



Understanding Datasets

A dataset is a structured version of your data. BigML computes both general statistics for the dataset
and individual statistics per field. This chapter describes the technicalities behind datasets.

Figure 2.1 shows how BigML lists all fields, the field type, and the general statistics, including:
» Count: the number of instances containing data for this field.

+ Missing: the number of instances missing a value for this field.

« Errors: information about ill-formatted fields that includes the total format errors for the field and a
sample of the ill-formatted tokens.

Models = Clusters Anomalies Associations Predictions Tasks Scripts = =
ﬁ‘\‘ “n'". eooe Churn_Telecom_April_2... 33. &5- (E)’.: @
K Q x
.
Name ¢ Type ¢ Count Missing Errors Histogram
state | 104 0 0
tlength 104 0 0
= L
oo il ’ ’ --—
hi be 104 0 0
phone pumber - ||IIIlIII||||||||||||||||
international plan m 104 0 0
veice mail plan [ aBC ] 104 0 0
number vmail messages m 104 0 0 I
total day minutes -n 104 0 0
v |ml||"IIlIIIlIIII“IlIIm "
total d [t 104 ) 0
oyl - il I,
total day ch m 104 0 0
eladay e ||||l|“IIIlIIIIIIII“IlIIm "
Show | 10 3| fields 1o 10of 22 fields n 2.3 >»

Figure 2.1: Dataset basic view

The histograms communicate the underlying distributions of your data. Depending on the size of your
dataset and the number of unique values, these histograms may either be exact or may be approxima-



tions. Read this blog post' for more details.

The following Subsections describe how BigML processes the data and computes the statistics differ-
ently for each field type.

2.1

Statistics for Numeric Fields

BigML computes the measures below based on all instances of a given numeric field and displays
these measures in a histogram, as seen in Figure 2.2:

2.2

Minimum?: the minimum value found in this numeric field.

Mean®: the arithmetic mean of non-missing field values.

Median“: the approximate median of the non-missing values in this numeric field.
Maximum?®: the maximum value found in this numeric field.

Standard deviation®: the unbiased sample standard deviation.

Kurtosis’: the sample kurtosis. A measure of ‘peakiness’ or heavy tails in the field’s distribution.

Skewness®: the sample skewness. A measure of asymmetry in the field’s distribution.

sttt -

Minimum: 10.00

Mean: Clval
IIIIIII||||

Median: 95.50
Maximum: 174.00
Std dev: 40.95

Kurtosis: -0.93
Skewness: -0.05

Figure 2.2: Example of histogram for numeric fields

Categorical Fields

BigML creates one bin per label contained in a categorical field. Each bin contains the number of
instances that have a specific label, e.g. the example shown in Figure 2.3 has six labels, therefore the
histogram shows six bins, and 245 instances of this field are labeled as “Spain”.

"https://blog.bigml.com/2012/06/18/bigmls-fancy-histograms/
2https://en.wikipedia.org/wiki/Maxima_and_minima
3https://en.wikipedia.org/wiki/Arithmetic_mean
“https://en.wikipedia.org/wiki/Median
5https://en.wikipedia.org/wiki/Maxima_and_minima
6https://en.wikipedia.org/wiki/Standard_deviation
"https://en.wikipedia.org/wiki/Kurtosis
8https://en.wikipedia.org/wiki/Skewness
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IIII 245 instances

Figure 2.3: Example of histogram for categorical fields

Note: when BigML encounters binary formatted fields (all values 0 or 1), it treats them as cate-
gorical rather than numeric. You may override this default in the source configuration. (See the
section Updating Field Types of the Sources with the BigML Dashboard®[5].)

BigML allows you to have up to 1,000 different labels in a categorical field.

2.3 Text and ltems Fields

Item fields are similar to categorical fields, with the key difference that items may be provided as a set
(e.g., items purchased together). Text fields are similar to item fields, but optionally include text pro-
cessing (such as stemming, described below). BigML processes how frequently a given term appears
in a field, and it shows the number of instances that used it. For this, BigML offers the tag cloud, an
alternative representation to a histogram. Tag clouds are available only for text and items fields, and they
are represented with a different icon placed next to the histogram, as seen in Figure 2.4. This example
shows that 183 instances of this field use the term “cava”.

|I|||gmmn &

cava
183 instances

Figure 2.4: Example of histogram for text and items fields

For more details, once you click on the TXT icon to discover how often a given term appears in your
dataset. (See Figure 2.5.) The bigger the term, the more frequently repeated. Check how many times
each term is repeated by mousing over each term, e.g., “chardonnay” appears 155 times in this field.

You can download the tag cloud in the SVG or PNG format by clicking the SVG or PNG button.

Shttps://static. bigml.com/pdf/BigML_Sources.pdf


https://static.bigml.com/pdf/BigML_Sources.pdf
https://static.bigml.com/pdf/BigML_Sources.pdf

wine-sales dataset - Grape's tag cloud

cabernet

pinot grigio \'
“ AO

*
.é) chardonnay
'Q\ 155

Close C' Reload ¥ svg ¥ PnG
Figure 2.5: Example of a tag cloud

BigML can find up to 1,000 terms across all your text and items fields of your dataset. To find these
terms, BigML parses the text considering the text analysis options configured for your source. (See
the section Text Analysis of the Sources with the BigML Dashboard'® [5].) If you used BigML default
term tokenization, all terms will be separated considering spaces and other symbols (comma, colon,
semicolon, tab, etc). Each block of text between separators is considered a term.

+ If the stopwords option is enabled, BigML eliminates words like: a, the, is, at, on, which, etc.

« If the text field has stemming enabled, all terms with the same root are considered one single
value; e.g., if stemming is enabled the words “great,” “greatly,” and “greatness” would be considered
one value instead of three different values. BigML calculates how often each of these terms appear
in the fields. If “great” appears 12 times and “greatness” appears eight times, the term count will
account for 20 instances of the term “great.”

» BigML also allows you to differentiate words when they contain upper or lower cases. When
case sensitivity is enabled, “Great” and “great” will count as two different words in the tag cloud,
otherwise they would be treated as the same word.

If BigML incorrectly detects a numeric or categorical field as a text field, you may override the field type
during source configuration. (See the section Updating Field Types of the Sources with the BigML
Dashboard' [5].)

2.4 Date-Time Fields

BigML expands each date-time field into up to eight numerical fields (e.g., day of the week, day of
the month, etc. You can enable or disable automatic generation by switching the expand date-time

https://static.bigml.com/pdf/Bighl_Sources.pdf
"https://static .bigml.com/pdf/BigML_Sources.pdf
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fields option in the configure source menu. (See the section Date-time of the Sources with the BigML
Dashboard'? [5].) When disabled, potential date-time fields will be treated as either categorical or text
fields.

These expanded fields are treated as numeric fields; therefore BigML computes the same statistics
mentioned above for numeric fields (Section 2.1.) Figure 2.6 shows an example of two numeric fields
generated from a date-time field. The first field focuses on the year; that is why the field type has YYYY
bold faced, while the second is for the month. The bold face in the type of field column indicates the
focus of the generated field.

+
@R  eoss 0 0 —-

+
Date.month L oovame.oo R 0 0 ...... o

April n

Show [ 25 ¢ fields 11011 of 11 fields

Figure 2.6: Example of numeric fields automatically generated from a date-time
field

2.5 Image Fields

For every image in a dataset, there are at least two fields associated with it. The field with an image
type points to the normalized version of the image file itself, while the field with a path type represents
its filename.

Sources Supervised * Unsupervised = Predictions ~ Tasks WhizzML ~
= 8P, cees grape-strawberry i . &G & ©
o ) | € image _id.tile (4, 4) of axd gri... (NIEEEND |~ | SH x
Name Type Count IMissing Errors Histogram
image_id [ image | 64 0 0 m . ﬁ! ﬁ
filename 1 [ path ] 64 0 0
Show fields 234 1102 of 2 fislds n

Figure 2.7: Example of a dataset having two image-related fields

In the image field, users can preview images in its “Histogram” column. Click on the Refresh button on
the right next to the images to load a different set of images for preview.

Because all filenames are unique, the path field is set to non-preferred by default.

Oftentimes, there are additional fields associated with images. A common situation is automatic image
labeling, when the folder names are used as image labels. In such cases, BigML automatically extracts
the innermost directory in the filenames and assigns them as the labels of the images, respectively.
(See the section Automatic Image Labels of the Sources with the BigML Dashboard'® [5].)

2https://static.bigml.com/pdf/Bighl_Sources.pdf
Bhttps://static. bigml.com/pdf/BigML_Sources.pdf
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Figure 2.8: Example of a dataset having three image-related fields

When an image composite source is created, BigML automatically generates a set of image features for
each image. Users can also configure and select different combinations of image features, or disable
them. After a dataset is created, all fields of the image features are hidden in the dataset view, same as
in the source view. However, users can click on the “show image features” icon next to the search box
as shown below:

Predictions = WhizzML ~

Unsupervised +

Name Type Count Missing Errors Histogram

image. id [ image | 64 0 0 -- . ﬁi
filename ! 64 0 0

label ABC L] [} 0

Show fields 234 1to 3 of 3 fields n

Figure 2.9: The icon to toggle between showing and hiding the fields of image
features

Then users can preview all fields of the image features that came with the dataset, and their statistics in
the histogram column:
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mmll Imlull
image_id full image: 120° edge st... 64 i 0 I Ill"
v 11 [1[[1]1 ] —
Show [10__ w] fields [H= 234 110 10 of 237 fields 1€ ¢ n 2 3 45 )

Figure 2.10: Previewing the fields of image features and their statistics

When the image feature fields are shown, users can click on the same icon to hide them.

For information about the image features and how to configure them, please refer to the section Image
Analysis of the Sources with the BigML Dashboard'“[5].

“https://static. bigml.com/pdf/BigML_Sources.pdf
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Creating Datasets with 1-Click

In BigML you can you can create datasets in two ways: with just 1-click, or configuring certain options
from a source previously imported into BigML. This section describes the 1-click option.

Create your dataset from the source view using the 1-CLICK DATASET option in the 1-click action menu.
(See Figure 3.1.)

m Datasets Maodels ~ Clusters Anomalies Associations Predictions Tasks

P, ccee Churn_Telecom_April 2016.csv € ¢ & = @
i »
| 1-CLICK MODEL
Name < Type < Instance1 ﬁf
1-CLICK BATCH CENTROID
e " &
ﬂ"ﬁ 1-CLICK ENSEMBLE
account length m 128 E ® DELETE SOURCE
Y noveTo
areacode [ 123 ] 415 [ ’
phone number [ text | 382-4657 3717191 358-1921
international plan m no no no
voice mail plan [ ABC ] yes yes ne
number vmail messages [ 123 ] 25 26 0
total day minutes [ 123 ] 265.1 161.6 243.4
total day calls [ 123 ] 110 123 114
total day charge [ 123 ] 45.07 27.47 41.38
Show [ 10 #| flelds 11010 0f 22 fields Hzs3>»

Figure 3.1: Creating a dataset from 1-click action menu

Alternatively, you can create a dataset using the pop up menu by selecting 1-CLICK DATASET from the
source list view. (See Figure 3.2.)



ources atasets Models = Clusters nomalies ssaociations redictions Scripts =
S Datasets Models Clusters Anomalies Assaciation Predictions S t:

+
Sources QQ & # & D
Type & Name < ﬁ < ﬁ ¢ l" ¢
@ Churn_Telecom_April_2016.csv @ 2w 1d 9.9KB E
@ Lifeexpectancy.csv.bz2 ll" 2w1d 18.6KB
& viewoetals
@ users_movietitles.csv » 2w 1d 23.3MB
£ DELETESOURCE
Unemployment.csv r; MOVE TO.. owid 71.4KB
(=)  Deathsoneight-thousanders.csv 2w1d 52.0KB
r?!‘ happiness.csv.zip 2w1d 3.0MB
Show [ 10 #| sources 1106 of 6 sources [l

Figure 3.2: Creating a dataset from pop up menu

Note: when creating a dataset from an open composite source, the composite source will be
closed during the process. Please refer to Soruces with the BigML Dashboard document. [5] for
more information about open and closed composite sources.

When ready, your dataset will automatically be displayed on your Dashboard. (See Chapter 5.)



Dataset Configuration Options

In addition to the 1-click option to create a dataset, explained in Chapter 3, BigML also allows you to
configure your dataset assigning a different name, and selecting the percentage of your source to be
used to create the dataset. You can also include or exclude certain fields as you wish. The following
subsections cover the available options.

4.1 Dataset Name

When you click on the CONFIGURE DATASET menu option, in the source view you want to use to create
your dataset, you get access to the dataset configuration panel. Change the default name provided
by BigML by typing a new name in the dataset name box. (See Figure 4.1).

m Datasets Evaluations ¥  Clusters  Anomalies  Associations  Predictions  Tasks Scripts ¥
Configure dataset
~
eooe Configuring dataset i
Dataset name Size: 2.48GB *
100% ill’ Create dataset

Type here a new name for your dataset _——r -

[N Q x
MName $ Type ¢ Instancel Instance 2
code [ 123 ] 0000000024600 0000000027205

" -

. - entopenfoadtacts orgprocko000000024G00 et MPACRE-

uri en.openioodiacis.org/proguct et~
P P en.openfoodiacts.ong/product/0000000027205
de-boeuf

creator m date-limite-app tacinte
created_t [ 123 ] 1434530704 1456238630
created_datetime [ DATE-TiME ] 2015-06-17T08:45:04Z 2016-03-17T18:17:102
last_modified_t [ 123 ] 1434535914 1458238638
last_modified_datetime = 2015-06-17T10:11:542 2016-03-17T18:17:182
product_name -m. Filet de boeut
generic_name [ aBC ]
quantity [ text 2.46kg

B2345502

Figure 4.1: Configuration panel to assign a new name to your dataset



4.2 Dataset Size

By default, BigML uses all the data you have in your source. However, when you deal with big datasets,
you can accelerate exploration of your data by setting aside a subset of your source, and build your
dataset with only a small part of your data. Select the percentage you want to use to create your dataset
by moving the highlighted size slider in Figure 4.2. In this example we are using the 10% of the source
imported into BigML.

m Datasets Evaluations ~ Clusters Anomalies Associations Predictions Tasks Scripts =
Configure st
ssss Configuring dataset i -
Dataset name Size: 248.00 MB -
o ill’ Create dataset
Open food facts &g . 10%
|- a x
Name $ Type % Instance1 Instance 2
code [ 123 ] 0000000024600 0000000027205
hittp:/Aworld- http:fworld-
i .openfoodfacts.org/product/0000000024 600/ filet- -
. m en-opanioodiacis.omy/procuc e en.openfoodfacts.org/product/0000000027205
de-boeut
creator m date-limite-app tacinte
created_t [ 123 ] 1434530704 1458238630
created_datetime [ DaTE-TIME ] 2015-06-17T08:45:04Z 2016-03-17T18:17:102
last_modified_t [ 123 ] 1434535014 1458238638
last_modified_datetime [ pATE-TiME ] 2015-06-17T10:11:542 2016-03-17T18:17:182
product_name m Filet de boeuf
generic_name m
quantity [ text ] 2.46kg
how [ 10 4] field: 1to 10 of 173 fields nz 345>

Figure 4.2: Configuration panel to select the size of your source

This option is not available when your source contains images. However, you can always use sampling
(Section 7.2) after the dataset is created.

4.3 Including or Excluding Fields

The dataset configuration options allow you to include or exclude fields when creating a dataset. You
can include or exclude them all, as seen in Figure 4.3. Or deselect the box associated with the fields you
do not want to use, as shown in Figure 4.4. The fields you deselect will not be included in the dataset,
therefore BigML will not consider them when later building your model.

Obviously, if you exclude all your fields, no dataset will be created. However, this option might be useful
when your source has lots of fields but you only want to include a few of them. In this case, it would be
faster to exclude them all and select the few fields you want to include one by one.
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Figure 4.4: Example of a deselected field

Once you have assigned a new name to your dataset, set the percentage of your source to use, and

selected the fields you need, you are ready to click the Create dataset button shown in Figure 4.4. This
action will bring you to the dataset visualization, explained in the following Chapter 5.



Visualizing Datasets

After creating a dataset, BigML automatically displays it in the dataset view, described in Section 5.1.
The following subsections describe the dataset layout and how you can interpret your dataset.

5.1 Dataset Layout

Figure 5.1 shows the general overview of a dataset. At the top part, from left to right, you find the
navigation and status menu. This menu lets you see the PRIVACY status of your dataset, VIEW THE
SOURCE used to create this dataset, view resources created with this dataset and quickly access them
through the COUNTERS, and the creation STATUS of other resources you are creating with this dataset.
Next to this menu you see the dataset name, followed by the actions and information menu, at the
top right. This menu allows you to access the CONFIGURE OPTIONS, the 1-CLICK ACTIONS, the 1-
CLICK SCRIPTS, and the MORE INFO panels. Both menus, navigation and status and actions and
information are explained in Subsection 5.1.1.

Below the navigation and status menu you can see the dynamic scatterplot icon, which gives you ac-

cess to the dynamic scatterplot view, a different way to visualize your dataset (explained in Chapter 6).
On the right side, below the actions and information menu, there is a search box that lets you quickly
find the fields containing the word you type in.

The middle part of Figure 5.1 shows a table with six columns, where the rows are the fields and the
columns have the following information for each one of the fields: field name, the field type, count
(instances with valid values), missing (instances with missing values), errors (instances with errors),
and histograms. This information represents the general statistics computed by BigML (count, missing,
and errors), and the statistics for each field displayed in a histogram, explained in Chapter 2.

The red exclamation mark in the “state” field means that BigML has discarded this field as input field for
training a model, since this field may have similar values for all the instances or very different values for
each of the instances.

At the bottom left corner of Figure 5.1, there is a dropdown that lets you select the number of fields you
want to see in the same dataset view: 10, 25, 50 or 100. In the center, you can see the number of
fields of this view and total number of fields contained in your dataset. Finally, if your dataset has a large
number of fields that cannot all fit in the same dataset view, you can select the page at the bottom right
corner.
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Figure 5.1: Dataset layout overview

5.1.1 Dataset Top Menus
+ Navigation and Status:

At the top left corner of the dataset view you can see the menu options shown in Figure 5.2.

g:}‘ an“,' o999

Figure 5.2: Navigation and status menu options of the dataset list view

— The PRIVACY menu option indicates whether the dataset you have open in the dataset view
is public in the BigML Gallery or private, which means that only you can view that dataset
unless you decide to share it with others. This process is explained in Section 13.2.

— The VIEW SOURCE menu option lets you see the source used to create the dataset you have
open in the dataset view. If you deleted the source after creating the dataset, the view source
menu option will no longer be a link to the source, since there will be no source available.
This is indicated in the dataset list view, where the source icon will show a red cross. (See
Figure 5.3.)
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Figure 5.3: Dataset list view shows a source that has been deleted

— The COUNTERS menu option allows you to see the resources created with the dataset you
have open in the dataset view.

— The RESOURCE STATUSES menu option indicates when a dataset is being used to create
a resource. Thus, when you perform a task, this menu option remains completed when
there are no resources requested, and the status changes to: unknown, error found, waiting,
queued, started, in-progress, summarized, and completed, when you request a task. In
many cases, resources progress so quickly through some of the statuses that you will not see
them appear on the Dashboard. The statuses you will see most often are in-progress and
completed.

In BigML, tasks are asynchronous, this means that the request to create a resource exits right
away without waiting for its completion. You can request the creation of several resources in a
very short period of time, and they will either run in parallel or will be queued, so the order of
tasks is maintained. Some tasks may take a few minutes to process, depending on the size
of your dataset and the subscription plan’ you have purchased, which determines how many
tasks you may run in parallel at a given time.

Thttps: //bigml.com/pricing#subscriptions
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« Actions and Information:

At the top right corner of the dataset view you can see the menu options shown in Figure 5.4.

% & &0

Figure 5.4: Actions and information menu options of the dataset list view

— The CONFIGURE OPTIONS gives you access to the different configuration panels for models,
ensembles, logistic regressions, clusters, anomalies and associations. This menu also lets
you access the configuration panels to split your dataset, sample it, filter it, and to add new
fields to your dataset. These options are explained in Section 7.1, Section 7.2, Section 7.3
and Section 8.1, respectively.

— The 1-CLICK ACTIONS gives you access to create your models, ensembles, logistic regres-
sions, clusters, anomalies, or associations with just 1-click with default values. This menu also
lets you automatically split your dataset, export it in the CSV or Tableau file format, move it
to other projects, and delete it. These options are explained in Subsection 7.1.1, Section 9.1,
Section 9.2, Chapter 14 and Chapter 16, respectively.

— The 1-CLICK SCRIPTS, lets you add your Machine Learning Scripts to execute them anytime,
with just 1-click, regardless of the view, from the BigML Dashboard.

— The MORE INFO option leads you to three panels with information about your dataset. The
details panel shows the size, number of fields, and number of instances contained in your
dataset. The info panel where you can update the name of your dataset, add a description,
tags, and assign a category (see Chapter 11). And the privacy panel with privacy details of
your dataset (see Chapter 12).

5.2 Updating Fields

You can change field names, labels or tags, and descriptions by clicking the edit icon next to the field
name. You can also set a field as non-preferred, which will not be taken into account to generate your
models. From the same editing panel, you can set a field as the objective field for models, ensembles,
and logistic regressions. (See Figure 5.5.) By default, BigML takes the last valid field (numeric or
categorical fields) as the objective field. Please read the section Objective Field of the Classification
and Regression with the BigML Dashboard? [3] to learn more about the objective field.

Note: the non-preferred fields and the objective field are inherited when you clone a dataset
from the BigML Gallery. Also when you create new datasets from existing ones by splitting into
subsets, sampling, filtering, or adding new fields.

®https://static.bigml.com/pdf/BigML_Classification_and_Regression.pdf
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Dynamic Scatterplot View

The dynamic scatterplot view is a graph that BigML provides to visualize a sample of your dataset
(maximum of 500 instances) differently. The scatterplot is very useful to detect interesting patterns in
your data, correlations among your fields, or anomalous data points amidst other observations.

To visualize your dataset fields in the dynamic scatterplot view you need to click on the scatterplot icon
(see Figure 6.1).
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Figure 6.1: Access to the dynamic scatterplot view

6.1 Dynamic Scatterplot Chart Options

Figure 6.2 shows how BigML displays the dynamic scatterplot view. This view has two parts: a graph in
the center of the image, and a data inspector on the right hand side.
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Figure 6.2: Dynamic scatterplot view

1. The graph in the center of the image is the visualization itself. You can configure the graph options
highlighted in Figure 6.2 using:

Fields selectors: you can select two fields from your dataset, one field for each axis (Y
and X). Fields must be either categorical or numeric (text, items and date-time fields are not
supported as scatterplot axes).

Logarithmic scale’: either axis with numeric fields may be plotted logarithmically, useful
when your values have a large range.

Regression line?: you can show and hide a regression line when the two selected fields are
numeric. The regression line fits a simple linear regression to your data, useful for highlighting
trends.

Create a dataset: you can select an area in the chart (by clicking and dragging in the chart
surface) and create a new dataset containing only the data points in the selected area.

Get new sample: when your dataset is very large, BigML automatically takes a random
sample of 500 instances so you can better visualize the data points in the chart. With this
option you can visualize a new sample of your dataset.

Export chart you can export your chart as an image (PNG) with or without the legend.

Freeze the current view by mousing over the data point you are interested in and pressing
shift on your keyboard. You can release the view by pressing the esc on your keyboard.

Zoom: you can zoom in by selecting the area in the chart that you want. You can zoom out
again by clicking anywhere within the chart area.

Thttps://en.wikipedia.org/wiki/Logarithmic_scale
%https://en.wikipedia. org/wiki/Simple_linear_regression
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« For your numeric fields, BigML also computes the Pearson® and Spearman* coefficients so
you get a measure of the linear correlation between your chosen fields.

+ Color selector: you can select a field to color your chart points (text, items and date-time
fields are not supported).
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Figure 6.3: Dynamic scatterplot options

2. Finally, the data inspector on the right hand side shows all your dataset fields, distributions, and
values (see Figure 6.4). When you mouse over a data point in the chart, you will see the values
for each field highlighted in the corresponding histograms. You can freeze this data point view by

pressing the shift key. To release it, just press esc on your keyboard.

Shttps://en.wikipedia.org/wiki/Pearson_product-moment_correlation_coefficient
“https://en.wikipedia. org/wiki/Spearman%27s_rank_correlation_coefficient
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Figure 6.4: Dynamic scatterplot data inspector

6.2 Handling Missing Values in the Scatterplot Chart

The Dynamic Scatterplot chart handles differently the missing values of numeric fields depending on
whether the numeric field with missing values is selected in the plot axes or in the color scale selector.

If the values of any of the fields in the fields selectors are missing for some instances in the current
sample, a label will inform about the number of missing values found in the sample.

1. If the values of any of the fields in the axes (or both) are missing for all the instances in the sample,
a message will appear informing about it and no points will be drawn in the plot. You can try to
request another sample to get some new data.

If only part of the instances in the current sample have missing values for any of the fields in the
axes, the points representing those instances will not be drawn.
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. If the entire sample has missing values in the field chosen as color selector, you will see a border
but no filling for the circles that represent your sample data. If only some instances have missings,
the circle will be filled with the regular background color and also a line texture.
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Sampling and Filtering Datasets

BigML allows you to easily sample, and filtering your dataset, two key tasks in any Machine Learning
process. The following subsections explain how to perform both tasks in the BigML Dashboard.

You can find these options from the CONFIGURE DATASET menu as shown in Figure 7.1.
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Figure 7.1: Sampling and filtering options

BigML also offers 1-click splitting options, an easy way to get two subsets from a single dataset, one
for training and other for testing supervised models. You can find these options in the 1-click menu as
shown in Figure 7.2.
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Figure 7.2: 1-click options for splitting datasets

7.1 Splitting Datasets in Training/Test

For most Machine Learning tasks, it is essential to evaluate your model to get an estimate of its perfor-
mance. To do so, you need to split your dataset into two different subsets. Use the bigger subset (called
training data) to build your model, and later test the performance of your model against the smaller sub-
set (called test data). It is important to note that the test data is data that the algorithm never saw when
building the model. By doing this, you will able to measure the real performance of your model when a
new case appears. The complete evaluation process is explained in the Classification and Regression
with the BigML Dashboard’ [3].

This section explains how to split your dataset into two different subsets. BigML offers you two ways:
using the corresponding 1-click action that lets you get a selected training dataset containing 80% of the
data, and another one containing the remaining 20% for testing; or configuring those ratios by using the
configuration option. The below sections cover both options.

7.1.1 Splitting Datasets with 1-Click

This option divides your dataset in two subsets, 80% of your data to train the model and the 20% left to
test it. BigML provides two different splitting options: a random and a linear option. If you are training a
classification or regression model, you usually use the random split which randomly takes instances
for each subset. If you are training a time series model, you need to use the linear split which assumes
that the instances are chronologically oredered in the dataset and takes the first 80% for training and the
last 20% for testing.

From the dataset view, select the most suitable option for your use case 1-CLICK RANDOM TRAIN-
ING|TEST or 1-CLICK LINEAR TRAINING|TEST. (See Figure 7.3.)

"https://static.bigml.com/pdf/BigML_Classification_and_Regression.pdf


https://static.bigml.com/pdf/BigML_Classification_and_Regression.pdf
https://static.bigml.com/pdf/BigML_Classification_and_Regression.pdf
https://static.bigml.com/pdf/BigML_Classification_and_Regression.pdf

WhizzML =

Tasks

Predictions

(al5] i =)¥.
-
= .| sese Diabetes I % G, =9 ©
. . |
— | ; *®
£F mooeL & CLUSTER I
Mame Type Count a
| {f‘ﬁf ENSEMBLE ’:,z ANOMALY |
Pregnancies [ 123 | {'* LOGISTIC REGRESSION F association
ﬁf DEEPNET &;” TOPIC MODEL
Glusose 123 ] Ef TIME SERIES
BF opmiaL
Blood pressure [ 123 ]
—
ey mmon 1-CLICK LINEARTRAINING. .
caoma T
Skinfold 123 'E:‘.I DOWNLOAD CSV 1l§:; pownLoAD TABLEAU
»
ol) DELETE DATASET
Insulin | 123 ]
l'; MOVE TO
BMI L 123 ] 768 0 0 "I""m
all Illlll....... -

Figure 7.3: One-click training|test split

When BigML processes this request, both subsets are automatically created and displayed in your
Dashboard. You can see the two separate subsets in the dataset list view. (See Figure 7.4.)
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Figure 7.4: Training|test subsets in the dataset list view

7.1.2 Configuring Training/Test Split Options

BigML lets you select the percentage of your data for training and for testing.

From the dataset view, click on the configure option menu and select TRAINING AND TEST SET SPLIT.

(See Figure 7.5.)
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Figure 7.5: Access to configure the training|test split

You can configure the percentage for training and testing using the slider shown in Figure 7.6. In this



example we choose 80% and 20% respectively. You can also input any string to the seed parameter to
generate deterministic samples and get repeatable results. If you use the same seed for a given dataset,
each time you make the training/test split the training and test subsets will contain the same instances.
Otherwise, the instances for each subset will be randomly selected and you will get different training and
test sets each time you make a split for a given dataset. BigML also provides an option so you can make
the split linear instead of random, i.e., the subsets will be created taking into account the order of the
instances in your dataset (the first subset of instances for training and the last subset for testing). This
option needs to be activated in case you want to train and test a time series model since the instances
are chronologically distributed. You can also nhame your training and test sets differently.
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Figure 7.6: Training|test splits configuration panel

7.2 Sampling Datasets

Most of the time, you do not need all the data to generate your models. If you have very large datasets,
sampling may be a good way of getting results and iterating faster. Sampling your data is straight forward
with BigML. Simply open the configure option menu and select SAMPLE DATASET. (See Figure 7.7.)
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Figure 7.7: Access to sample your dataset

Find in the sections below a detailed explanation of all the configuration options that BigML offers to
sample your dataset.

7.2.1 Sampling

You can easily configure the sampling rate by moving the slider in the configuration panel for sam-
pling, or by typing the percentage in the tiny input box, both highlighted in Figure 7.8. The rate is the
proportion of instances to include in your sample. After that, you can also name your sampled dataset
differently.

Sources Models = Clusters Anomalies Associations Predictions EE S Scripts = -
8 P, ccoe Sampling dataset exam... %y =~
Sampling: 81instances @
Rate: (7]
90%
D —————— S 90%
Advanced sampling: Default settings ®
Dataset name:
&
New name for your sampled dataset| Reset 1lI  Sample dataset

Figure 7.8: Configuration panel for sampling

7.2.2 Advanced Sampling

If you prefer to sample differently your dataset, configure the following advanced options in the config-
uration panel for advanced sampling: (See Figure 7.9)

7.2.2.1 Range

Specify a subset of instances, when the instances are ordered, from which to sample. For example,
choose a range from instances 100 to 200. The specified rate will be applied over the subset configured.
This option may be useful when you have temporal data, and you want to train your model with historical
data and test it with the most recent one to check if it can predict based on time.



7.2.2.2 Sampling

By default, BigML selects your instances for the sample by using a random number generator, which
means two samples from the same dataset will likely be different even when using the same rates and
row ranges, except when the rate is 100% and do not use repetition. If you choose deterministic
sampling, the random-number generator will always use the same seed, thus producing repeatable
results. This lets you work with identical samples from the same dataset.

7.2.2.3 Replacement

Sampling with replacement allows a single instance to be selected multiple times. Sampling with-
out replacement ensures that each instance cannot be selected more than once. By default, BigML
generates samples without replacement.

7.2.2.4 Out of Bag

Create a sample containing only out-of-bag instances for the currently defined rate, the final total num-
ber of instances for your sample will be one minus the rate configured for your sample (when replacement
is false). This can be useful for splitting a dataset into training and testing subsets. It is only selectable
when a sample rate is less than 100%.

Sources Models = Clusters Anomalies Associations Predictions Tasks
s o, Sampling dataset exam... % E=r-
Sampling: 63instances ®
Advanced sampling: Custom settings @
Range: 70 instances (7]
1 ™
1-70 Random NO NO
@ . ._u:
Dataset name:
New name for your sampled dataset Reset |||+ Sample dataset

Figure 7.9: Configuration panel for advanced sampling

7.3 Filtering Datasets

BigML lets you transform your original dataset in several ways. This section covers how to create a new
dataset by filtering instances. You may use the pre-defined operations criteria available in the filters
selector, or you may customize your filter using Flatline formulas.

Access this option by clicking the configure option menu and selecting FILTER DATASET. (See Fig-
ure 7.10.)
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Figure 7.10: Access to filter your dataset

This leads you to the configuration panel for filtering (Figure 7.11) where you can choose the field you
want to filter, and decide which operation you wish to apply. Add up to ten different filtering conditions
manually by clicking the Add condition button shown in this panel. You can add as many filtering
conditions as you want by using flatline formulas. Please read Subsection 7.3.7 or the Flatline manual?
for your reference, which is also available from the help panel. The help panel may be useful when you
want to quickly find the definition of each operation. Finally, you can name your filtered dataset differently
before you click the Create dataset button.

Sources odels *  Clusters  Anomalies  Absociations  Predictions  Tasks Scripts =
4 E eeae ilteri <
o’ ooc Filterinj dataset example {0
FILTERBY | accountlength [ 123 ] * | islessthanorequalto - 174 »
Comparison
+Add condition is between
is less than
is less than or aqual to
© Help ®
is greater than
More detailed help: Reference manual | Quick reference is greater than or equal to is less than or equal to x
Equals
Is less or equals
Compares a list of numeric values using <= , returning s equal ple
ordered according to that comparison function. [“<=", 8, 5.7, 3.3, 2] |f
Operator: < [T<=", ["field", "0000007], 6.3]
Parameters: <list of numeric values> JSON example used as between:
["<=", 4.0, ["field", "000000"], 6.3]
Additionally, if you invoke with 3 parameters and the second one is a field
value, you are asking if it "is between" two values. Lisp example:
(<= 8 5.7 3.3 2)
(<= (field "000000") 6.3
R O J, v
Dataset name:
) +
New name for your filtered dataset Reset ill’ Create dataset
Rkl ekt B

Figure 7.11: Configuration panel for filtering

You may want to filter different instances from your dataset depending on your goals. For instance, you
might need to find the instances that have missing values in a certain field, or instances that contain val-
ues higher than X for another field, etc. The following subsections cover which operations are available

®http://flatline.readthedocs.org/
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per field type.

7.3.1 Filtering By Numeric Fields
To filter your numeric fields, choose between the following operations:

« Comparison (See Figure 7.12.)
Is between: includes instances containing values within the specified range

Is less than: includes instances containing values below the specified level

Is less than or equal to: includes instances containing values equal or below the specified
level

Is greater than: includes instances containing values above the specified level

— Is greater than or equal to: includes instances containing values equal or above the speci-

fied level
Sources Models « Clusters Anomalies A ations Predictions Tasks Scripts =
8 GP. eeee Filtering dataset example % BiS
FITERBY | Age @EEEED |- | slessthan ~| | 89 x
Comparison
+ Add condition is betwean
is less than or equal to
© Help ®
is greater than
is greatar than or equal to
Dataset name: Equals
[’ +
is equal Reset ili’ Create dataset

Filtered dataset by numeric fields

Figure 7.12: Filtering a dataset by a numeric field with comparison operations

» Equals (See Figure 7.13.)
— Is equal: includes instances containing the specified value/values

— Is not equal: excludes instances containing the specified value/values

Sources Models = Clusters Anomalies Associations Predictions Tasks Scripts =
B8 P, eces Filtering dataset example % =~
FILTERBY | Age B | sequ - TO 42 x
Equals
+ Add condition
is not equal
o Help Missing values ®
if value is missing
if value isn't missing
Dataset name: Statistics.
. . . ’ ~
Filtered dataset by numeric fields is between percentiles Reset ill Create dataset

Figure 7.13: Filtering a dataset by a numeric field with equals operations

* Missing values (See Figure 7.14.)
— If value is missing: includes instances containing missing values for the selected field



— If value isn’t missing: excludes instances containing missing values for the selected field

Scripts =

Sources Datasets Models = Clusters Anomalies Associations Predictions Tasks

g | G- eceo Filtering dataset example % =
FILTERBY | Age @EEED | - | ifvalueisn'tmissing x
is not equal
+ Add condition Missing values
if value isn't missing
Hel
0 . Statistics (C]
is between percentiles
Dataset name: is below the mean
is above th +
s ebore e mesn Reset Wi’ Create dataset

Filtered dataset by numeric fields

Figure 7.14: Filtering a dataset by a numeric field with missing values operations

« Statistics (See Figure 7.15.)

— Is between percentiles: includes instances within the specified percentiles E.g., a percentile
between 0 and 0.3 includes the first 30% of the instances.

— Is below the mean: includes instances below the mean of the selected field

— Is above the mean: includes instances above the mean of the selected field

Scripts =

Models + Clusters Anomalies Associations Predictions Tasks

| P, eoeo Filtering dataset example % =~
FILTERBY | Age @EZEED | || isbetween percentiles “| 00 AND 0.3 x
is not equal
+ Add condition Missing values
if value is missing
if value isn't missing
Hel
o P Statistics (]
Dataset nanie: is below the mean
- . is above the mean +
Filtered dataset by numeric fields Reset il Create dataset

Figure 7.15: Filtering a dataset by a numeric field with statistics operations

7.3.2 Filtering By Categorical Fields

BigML lets you decide which operation you want to apply to filter your field. The following operations are
applicable to categorical fields and all field types supported by BigML. (See Figure 7.16 and Figure 7.17.)

+ Specific values
— Equals: includes instances containing the specified value/values

— Does not equal: excludes instances containing the specified value/values
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Figure 7.16: Filtering a dataset by all field types with specific values operations

* Missing values
— If value is missing: includes instances containing missing values for the selected field

— If value isn’t missing: excludes instances containing missing values for the selected field

Scripts ~

Sources Datasets Models ~ Clusters Anomalies Associations Predictions

B . cocee Filtering dataset example b o Bi5
FILTERBY | Gender B ||| equas 4| ANYOF |x FEMALE x
Specific values
+ Add condition equals
does not equal
Missing values
© Help 9 (O]
if value isn't missing
Dataset name:

-+
Filtered dataset by all field types Reset 1ll Create dataset

Figure 7.17: Filtering a dataset by all field types with missing values operations

7.3.3 Filtering By Text Fields
To filter your text fields you can choose between the following operations:
» Equals (See Figure 7.18.)
— Is equal: includes instances containing the specified value/values
— Is not equal: excludes instances containing the specified value/values
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Figure 7.18: Filtering a dataset by a text field with equals operations

+ Contains (See Figure 7.19.)

— Is like (case-sensitive): matches words containing at least part of the letters specified, taking
into account lower and upper cases, e.g., “great” will also match a text containing the word
“great” or “greatness,” but not “Great” or “Greatness”

— Is like (case-insensitive): matches words containing at least part of the letters specified, not
taking into account lower and upper cases, e.g., “great” will also match a text containing the
word “great”, “greatness”, “Great” or “Greatness”

— Contains (case-sensitive): matches texts containing the exact words specified, taking into
account lower and upper cases, e.g., “great” will match a text containing the word “great”, but
not “Great”

— Contains (case-insensitive): matches texts containing the exact words specified, not taking
into account lower and upper cases, e.g., “great” will match a text containing the word “great”

“ »
or “Great
Sources Models = Clusters Anomalies Associations Predictions Tasks Scripts =
g 0. eccs Filtering dataset example % (=)=
FILTERBY | Localauthority (district) ([ CS | * | contains (case-sensitive) «|  south x
is not equal
+ Add condition Contsing
is like (case-sensitive)
is like (case-insensitive)
© Help ®
contains (case-insensitive)
Doesn't contain
Dataset name:
) ) is not like (case-sensitive) +
Filtered dataset by text fields Reset 1li  Create dataset

Figure 7.19: Filtering a dataset by a text field with contains operations

» Doesn’t contain (See Figure 7.20.)

— Is not like (case-sensitive): excludes instances with words containing at least part of the
letters specified, taking into account lower and upper cases, e.g., “great” will also exclude a
text containing the word “great” or “greatness”, but not “Great” or “Greatness”

— Islike (case-insensitive): excludes instances with words containing at least part of the letters
specified, not taking into account lower and upper cases, e.g., “great” will also exclude a text
containing the word “great”, “greatness”, “Great” or “Greatness”



— Not contains (case-sensitive): excludes texts containing the exact words specified, tak-
ing into account lower and upper cases, e.g., “great” will exclude a text containing the word
“great”, but not “Great”

— Not contains (case-insensitive): excludes texts containing the exact words specified, not
taking into account lower and upper cases, e.g., “great” will exclude a text containing the
word “great” or “Great”

Sources Models = Clusters Anomalies Associations Predictions Tasks Scripts =
g P, eces Filtering dataset example S BiS
FILTERBY | Localauthority (district) (D * | | notcontains (case-sensitive)  * west x
contains (case-sensitive)
+ Add condition contains (case-insensitive)
Doesn't contain
is not like {case-sensitive)
o Help i ke { itiv @
not contains (case-sensitive)
Dataset name: not contains (case-
insensitive) +
Filtered dataset by text fields Reset 1li Create dataset

Figure 7.20: Filtering a dataset by a text field with doesn’t contain operations

» Missing values (See Figure 7.21.)
— If value is missing: includes instances containing missing values for the selected field

— If value isn’t missing: excludes instances containing missing values for the selected field

Sources Models = Clusters Anomalies Associations Predictions Tasks Scripts =
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Figure 7.21: Filtering a dataset by a text field with missing values operations

7.3.4 Filtering By Items Fields
BigML offers the below operations for you to filter your dataset by items fields:
» Equals (See Figure 7.22.)
— Is equal: includes instances containing the specified value/values

— Is not equal: excludes instances containing the specified value/values
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Figure 7.22: Filtering a dataset by an items field with equals operations

+ Contains (See Figure 7.23.)

— Contains (case-insensitive): matches texts containing the exact words specified, not taking

into account lower and upper cases, e.g., “great” will match a text containing the word “great

or “Great”

— Not contains (case-sensitive): excludes texts containing the exact words specified, tak-
ing into account lower and upper cases, e.g., “great” will exclude a text containing the word

“great”, but not “Great”
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© Help

Dataset name:
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Filtering dataset example

not contains % 101 DALMATIANS (1961) o
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————

Figure 7.23: Filtering a dataset by an items field with contains operations

* Missing values: (See Figure 7.24)

— If value is missing: includes instances containing missing values for the selected field

— If value isn’t missing: excludes instances containing missing values for the selected field
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Figure 7.24: Filtering a dataset by an items field with missing values operations

7.3.5 Filtering By Date-Time Fields

To filter your dataset by date-time fields, BigML offers the same operations as for the numeric fields
(see Subsection 7.3.1). The only difference is that you have to select the values in a calendar. (See

Scripts =

Figure 7.25.)
Sources Models = Clusters Anomalies Associations Predictions Tasks
: B0 seee ilteri
g fP. ecocs Filtering dataset example
FILTERBY | Subsoription date CEIED |+ | isbetween + | |2016-03-01
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Figure 7.25: Filtering a dataset by a date-time field with comparison operations

7.3.6 Filtering Using Flatline Formulas

You can also filter your dataset by writing a flatline formula, either with Lisp syntax® or with JSON
syntax“. BigML lets you easily type the formulas directly (see Figure 7.26 and Figure 7.27), or use the
Flatline editor to create and validate your flatline formula. (See Subsection 7.3.7 for more details.)
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Figure 7.26: Filtering a dataset by a Lisp flatline formula
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Figure 7.27: Filtering a dataset by a JSON flatline formula

7.3.7 Filtering Using the Flatline Editor

The flatline language can greatly help you filter your dataset in infinite ways to get higher quality predic-
tors. Follow the steps below to edit your Lisp formula or your JSON formula. Select the desired syntax.
The following example is a Lisp flatline formula:

1. Click the highlighted icon in Figure 7.28 to add a formula using the Flatline editor:
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Refresh fields options: ®

© Help ®

Dataset name:

+
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Figure 7.28: Access the Flatline editor

. Next the Lisp expression is selected. Type your expression in the editor panel Figure 7.29. You
can also use the help panel any time if you have doubts about the operation to compute (Fig-
ure 7.30).

e . eeee Movies 2000-2016 i =3

DATASET FILTERING CONFIGURATION m

Lisp flatline formula v o + Autocomplete Cancel autocomplete o Type a formulain editor
and validate it.

1 (< (field "duration") 128)
(2) Preview data thatyour

formula generates.

(3) Accept the formula when

you're done.

Dataset preview ALL FIELDS
year movie movie_id certificate duration genre rate metascon
2012 Brave 1217209 PG 93 Animation, Adventure, Comedy 7.20000 6!
2006 Volver 10441909 R 121 Comedy, Crime, Drama 7.60000 8
2006 Flags of Our Fathers 10418689 R 135 Drama, History, War 7.10000 H
2014 Chef 112883512 R 114 Comedy, Drama 7.30000 5]
2000 Billy Elliot 10249462 R 110 Drama, Music, Romance 7.70000 T
2008 Departures 111069238 PG-13 130 Drama, Music £.10000 i

Figure 7.29: Edit your Lisp expression



Flatline Editor
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Lisp flatline formula

1 (< (field "duration") 120)|

Dataset preview ALLFIELDS &7
year movie movie_id certificate duration genre rate metascon
2012 Brave 217202 PG 93 Animation, Adventure, Comedy 7.20000 6!
2014 Chef 128683512 R 114 Comedy, Drama 7.30000 61
2000 Billy Elliot 10249462 R 110 Drama, Music, Romance 7.70000 T
2001 JasonX 0211443 R 91  Action, Horror, Sci-Fi 4.40000 21
2010 The Wolfman 0780653 R 103 Drama, Fantasy, Hormor 5.80000 4
2015 Cinderella 1661192 PG 105 Drama, Family, Fantasy 7 6
© Help
More detailed help: Reference manual | Quick reference
Field values
Get the value of the field in positions close to the current one. JSON example:
Operator: | field [*-=, ("£*, "000000", -1], [“£", “000000"]]
Parameters: <field_name=> <position> of field "000000° in the

<position> zero denotes the current row. Negative values refers to previous
rows and positive values are following rows. Lisp example:
(* (£ "petal length" 1}

Multiply the value of

“petal width" in the current row.

(£ "petal width" 0))

tal length" in the fol

Type a formula in editor
and validate It.

2") Preview data that your

formula generates.

previous row

ing row by

Figure 7.30: Help panel to learn more about the operations you can use to filter

your dataset

3. Click the Validate button in Figure 7.30 to know whether the operation is valid.

If it is valid

(Figure 7.31), proceed with the following steps, but if it is not valid, BigML will display a message

(Figure 7.32) letting you know the error.

=T P eece Movies 2000-2016
DATASET FILTERING CONFIGURATION
Flatline Editor
Lisp flatline formula - @
1 (< (field “"duration") 12@)
Dataset preview ALL FIELDS

year movie movie_id certificate duration genre rate
2012 Brave t1217209 PG 93 Animation, Adventure, Comedy 7.20000
2006 \Vaolver 10441908 R 121 Comedy, Crime, Drama 7.60000
2006 Flagsof Our Fathers 10418688 R 135 Drama. History, War 7.10000
2014 Chef 12883512 R 114 Gomedy, Drama 7.30000
2000 Billy Elliot 10249462 R 110 Drama, Music, Romance 7.70000
2008 Departures t1069238 PG-13 130 Drama, Music 8.10000

Figure 7.31: Example of a valid expression
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{ 1) Typeaformulain aditor

and validate it.

e Preview data that your
formula generates.

+ Valid expression
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L . Movies 2000-2016 e =)
DATASET FILTERING GONFIGURATION a
Flatline Editor x
Lisp flatiine formula - 9 @) Tvpeatormutain editor

and validata it.

1 (< (field "duration”) 120
|'.Z= ) Preview data that your

formula generates.

(3) Acceptthe formula when

Dataset preview ALLFIELDS &

year moNia moviceid Unparsable string: Unexpected EOF while reading

2012 Brave 1217209 ftem 3 of list

2014 Chef 112863512 a areay, Drag g

2000 Billy Elliot 10249462 R 110 Drama, Music, Romance 7.70000 T
2001 JasonX 0211443 R 91 Action, Horror, Sci-Fi 4.40000 2
2010 The Wolfman 0780653 R 103 Drama, Fantasy, Horror 5.80000 4
2015 Cinderella 11661199 PG 105 Drama, Family, Fantasy 7 6

Figure 7.32: Example of an invalid expression

If you want to convert the Lisp expression into a JSON expression simply switch to JSON expres-
sion (Figure 7.33) so you do not lose it.

Sup: Unsupervised = Predictions

T P, eeee Movies 2000-2016 i ).
DATASET FILTERING CONFIGURATION ]
Flatline Editor *
JSON flatline formula v k Autocomplete Cancel autocomplete (1) Type aformula in editor
and validate it.

1 ["<",["field","duration"], 120]|

e Preview data that your
formula generates.

(3) Acceptthe formula wher

Dataset preview ALLFIELDS &
year maovie movie id certificate duration genre rate  metascon
2012 Brave 1217209 PG 93 Animation, Adventure, Comedy 7.20000 6
2014 Chef 2883512 R 114 Comedy, Drama 7.30000 &l
2000 Billy Elliot tt0249462 R 110 Drama, Music, Romance 7.70000 T
2001 JasonX 0211443 R 91 Action, Horror, Sci-Fi 4.40000 2
2010 The Walfman tt0780653 R 103 Drama, Fantasy, Horror 5.80000 &
2015 Cinderella 1661199 PG 105 Drama, Family, Fantasy 7 [}

Figure 7.33: JSON expression

4. After validating your expression, click the Preview button (in Figure 7.31) to see the expression
result shown in Figure 7.34. You can observe that, by default, only the fields involved in the formula
are shown in the preview.
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Filtered 33 of 50 instances

Figure 7.34: Preview of the expression result (only fields in formula)

You can change this, and display all the fields in the dataset by clicking in the switcher shown in
Figure 7.35

=P, eeee Movies 2000-2016 i =5,

DATASET FILTERING CONFIGURATION B
Flatline Editor X
Lisp flatline formula v @ .]‘ Type a formula in editor

and validate it.
1 (< (field "duration") 12@)
(2") Preview datathatyo

formula generates.

o Accept the formula when

you're done.
Dataset preview l ALLFIELDS & l
year movie movie_id certificate duration genre rate  metascon
2012 Brave #1217208 PG 93 Animation, Adventure, Comedy 7.20000 6!
2014 Chef 112883512 R 114 Comedy, Drama 7.30000 61
2000 Billy Elliot 10249462 R 110 Drama, Music, Romance 7.70000 T
2001 JasonX 10211443 R 91 Action, Horror, Sci-Fi 4.40000 2!
2010 The Wolfman 10780653 R 103 Drama, Fantasy, Horror 5.80000 4
IN1A  Cindaralla H1RAR1100 PR 10R  Nrama Familu Fantacy 7 R

Filtered 33 of 50 instances

Figure 7.35: Preview of the expression result (all fields)

5. Then click the Accept button. (See Figure 7.34.) BigML will display the new Lisp expression in
the same field where you can directly type the expression before opening the Flatline editor. (See
Figure 7.36.) Press the Create dataset button to create the filtered dataset.
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Refresh fields options: ®

o Help @
Dataset name:
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Movies 2000-2016 [filtered] | Reset | i

Figure 7.36: Lisp formula edited in the Flatline editor

Please visit the Flatline manual® for a full discussion about how to use the Flatline editor.

7.3.8 View and Reuse Filters

When you create the filtered dataset, you will be able to view the filters applied by clicking the option
shown in Figure 7.37.

Absenteeism_at_work [filtered] ||‘|'ﬁ. . 5. (@)% (0)
Q x®
Type Count Missing Errors Histogram
1
: e w oo il Il
- - . pilleew
Day of the week [ 123 ] 382 0 0 .-.-.
Seasons m 382 o o --
- - ~ ATTE Ann n n I

Figure 7.37: View the filters applied to a dataset

This option will display a window with the Flatline formula used to filter the dataset (see Figure 7.38).
You can copy or download the formula (in Lisp and JSON formats) to apply this filter to another dataset.

Shttp://flatline.readthedocs.org/
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Copy to clipboard
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Figure 7.38: Copy and download filters

This section described how to transform your data by filtering a dataset. The next section (Section 7.4)

explains a different way of filtering your original dataset, by removing the duplicated instances.

7.4 Remove Duplicates

Duplicated instances in a dataset can be problematic when training Machine Learning models. For
example, if you make a random split of your dataset and you take one subset for training and other
for testing, it is likely that these duplicated instances appear in both subsets, which will give you an
unrealistically good performance of your model. By removing the duplicated instances, you ensure each

dataset has unique instances (see Figure 7.39).

1/John 30,000

2 Rose 28,000 1 John

2 Rose 28,000 2 Rose

4| Pat 19,000 Remove 4 Pat

6 Patrick | ... 34,000 duplicates 6 Patrick

6 Patrick | ... 34,000

1467 Mike
1467 | Mike 21,000

Figure 7.39: Remove duplicated instances example

With BigML you can easily remove the duplicated instances in your datasets following the steps below:

» Find the REMOVE DUPLICATES option in the dataset configuration menu as shown in Figure 7.40.

30,000
28,000
19,000
34,000

21,000
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Figure 7.40: Remove duplicates option

+ A configuration panel will be displayed where you have only one parameter, the new dataset name.
Then click on the “Remove duplicates” button (see Figure 7.41).

Unsupervised - Predictions =  Tasks WhizzML ~

8 W . e Stumble upon i % & =% O
REMOVE DUPLICATES CONFIGURATION E
Dataset name:

Stumble upon-duplicates [no duplicates] ;:"f' Remove duplicates

Figure 7.41: Remove duplicates

* When the process has finished, you will see an orange message on top of the dataset indicating
how many duplicated instances have been removed (see Figure 7.42). If there were no duplicated
instances to remove in your dataset, you will see it in the message too.

Predictions = Tasks WhizzML ~

a8 mr | BO_ | eess Stumble upon [no duplicates] .ﬁ" 't.jv & (9% @
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avglinksize [ 123 ] 3638 ! 0 ||.._. .

"

Figure 7.42: Number of duplicates removed



The remove duplicates option in the Dashboard uses an SQL query underneath. Therefore, when the
new dataset is created, you can view the SQL query by clicking the option shown in Figure 7.43 below.

Sources Supervised + Unsupervised = Predictions + Tasks WhizzML ~

Stumble upon [no duplicates] i %. &G, @% @
Q *
Type
| N x|
| Query information ¥
urt [ text ] 1 =
saL JSON = @ @
1 SELECT DISTINCT * FROM DS
urld [ 123 ]
boilerplate [ text ]
alchemy_categary [ asc_ ]

Figure 7.43: View the SQL query of the operation performed



Transforming Datasets

Transforming your data is a key part of any Machine Learning process since the data does not usually
have the correct format ready for a Machine Learning model. BigML provides some key functions that
allow you to prepare a Machine Learning-ready dataset: adding fields to a dataset (feature engineer-
ing), aggregating instances, joining, and merging datasets. The following sections explain each of
these transformations in detail.

You can find these options from the CONFIGURE DATASET menu as shown in Figure 8.1.
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T 8 e Diabetes diagnosis dataset e . G. @ 0

L

= & . x
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Figure 8.1: Transform dataset

8.1 Adding Fields to a Dataset

If you need to create new fields (i.e., feature engineering), BigML allows you to do it using common
operations over your existing data, or writing custom operations with Flatline formulas. The following
subsections describe how to add new fields to your dataset.

To start, access the configuration option menu and select ADD FIELDS TO DATASET. (See Figure 8.2.)
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Figure 8.2: Access to add fields to your dataset

This leads you to a configuration panel for adding fields, where you can add a name for the new
fields, decide which operation you wish to apply, and select the field you will use to generate the new
one. (See Figure 8.3.) You can add up to ten new fields manually using BigML Dashboard, as well as
writing a custom formula. This is explained in the following subsections.

BigML also provides a help panel with an explanation of each operation. This help panel may be useful
when you want to quickly find the meaning of each operation. Note: this is the same help panel as
when filtering your dataset.

Finally, you can also name your extended dataset differently before you click the Create dataset button.

Models = Qlusters Anomalies Associations Predictions

8 9. coces Adding fields example %
Name: #  Operation: Field: Split points:
New field name = | Discretize by percentiles * || number vmail messages * || Median 4 x
+ New field
© Help ®
Moredetalled help: Reference manual | Quick reference Discretize by percentiles ®
Discretize
Assigns to a numeric field labels, according to the quantile its value belongs JSON example
to. [“percentile-label”, "000000°, "Q1°, "Q2", "Q3", "047]
Operator; percentile-label
Parameters: <field identifier>, <list of labels for each group> Lisp example:

(percentile-label "0000007 "Q1" "Q2" "Q3" "Q4~)

Dataset name:

2
New name for your extended dataset Reset il Create dataset

Figure 8.3: Configuration panel for adding fields

The following subsections define each of the operations you can apply to an existing field to create a
new one.



8.1.1 Discretization

BigML offers three options to discretize your numeric fields to create new fields from them (See Fig-
ure 8.4):

+ Discretize by percentiles: select a discretization value and BigML will split the field values into
equal population segments (categories). Discretizing by percentiles will split the field values into
100 different categories, by quartiles into 4, by terciles into 3, etc.

 Discretize by groups: specify the number of groups and BigML will split the field values into
equal width segments (categories), e.g., setting 3 groups for a field ranging from 0 to 6 will yield:
category 1=[0,2], category 2= [2,4], category 3= [4,6].

+ Is within percentiles?: specify a percentile range between 0 and 1 and you will get a boolean
field with True or False values for each instance depending whether they belong to the specified

range.
Sources Models = Clusters Anomalies Associations Predictions Tasks
L, Bn I - . 4 _
= o~ Adding fields example oY =)y~
Name: #  Operation: Field: Split points:
New field 1 = | Discretize by percentiles “ || accountlength T || Terciles = x
]
4+ New field Discretize
Discretize by groups
© Help @

Is within percentiles?
Replace missing values with

Dataset name: Fixed value

Maximum

+
Extended dataset Reset ili Create dataset

Mean

Figure 8.4: Adding new fields with discretization operations

8.1.2 Replacing Missing Values

Create new fields out of the selected numeric field by replacing the missing values with these oper-
ations (See Figure 8.5):

 Fixed value: all your field missing values will be replaced by the specified value. You can set a
number or a string.

« Maximum: missing values will be replaced by the maximum value of the selected field.
* Mean: missing values will be replaced by the mean of the selected field.

» Median: missing values will be replaced by the median of the selected field.

» Minimum: missing values will be replaced by the minimum value of the selected field.

» Population: missing values will be replaced by the number of the total instances that have valid
values for the selected field, e.g., for a field containing 54 instances with valid values, the missing
values will be replaced by 54.

+ Random integer: BigML creates a new field with a random value for each instance. You can set
the maximum value you want for your random value generator.

+ Random value: missing values will be replaced by a random value within your field range.

+ Random weighted value: BigML sets a random value for your missing values within your field
range but weighted by the population, so the population distribution for that field is used as a
probability measure for the random value generator.
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Figure 8.5: Adding new fields using replace missing values with operations

The operations fixed value, random value, and random weighted value are also available for cate-
gorical fields.

8.1.3 Normalizing

Create new fields out any numeric fields by normalizing them with the following operations (see Fig-
ure 8.6):

* Normalize: is a standardization of data distribution so your fields can be comparable. Select the
range for which you want to normalize your field, which should be within the field range.

« Z-score: is a measure indicating the distance of the values from the mean.

+ Logarithmic normalization: applies the z-score function to the logarithm of the values in the

given field.
Sources Supervised ~ Unsupervised « Pradictions = Tasks WhizzML «
=T P eeee Adding fields example 1 [N =)%.
NEW DATASET FIELDS CONFIGURATION m
Name: #  Operation: Field: From: To:
New field 3 = | Normalize +|| LasTsaeprice «| goooo  AND | 245000 || %
[ Q
paliesfeid Random weighted value
Refresh fields options: Normalize @
Z score
© Help ®
Logarithmic normalization
Dataset name: Math
E tiati [ +
Extended dataset “penentation ‘ Reset | 1]
Logarithm (base 2) —
Figure 8.6: Adding new fields with normalizing operations
8.1.4 Math

You can also create new fields out of any numeric fields by applying any of the following math opera-
tions (see Figure 8.7):

» Exponentiation: computes e elevated to the field value: e”.



* Logarithm (base 2): converts fields into a logarithmic scale. This is useful for fields with a wide
range of data (since it reduces the range to a more manageable scale) and to find exponential
patterns in your data.

» Logarithm (base 10): converts fields into a logarithmic scale.
» Logarithm (natural): converts fields into a logarithmic scale.
- Square: elevates the value to the square: z°.

» Square root: computes the square root of the value: /x.

Sources Models = Clusters Anomalies Associations Predictions Tasks Scripts =
g P, eces Adding fields example o (=)
Name: #  Operation: Field:
New field 4 = | Logarithm (base 2) 4 || total eve charge N x
|
+ New field Minth
Exponentiation
Hel,
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Dataset name: Sauare
Square root +
Extended dataset Reset ili’ Create dataset

Types

Figure 8.7: Adding new fields with math operations

8.1.5 Sliding Windows

Creating new features using sliding windows is one of the most common feature engineering tech-
niques in Machine Learning. It is usually applied to frame time series data using previous data points
as new input fields to predict the next time data points.

For example, imagine we have one year of sales data to predict sales. We have the daily sales (our
objective field) and other information such as the holidays, the offers in the shop, etc. (our predictors).
(See Figure 8.8). As domain experts, we know that past sales can be key predictors to predict today’s
sales. Therefore, we can use our objective field “sales” to create additional input fields that contain
past data. We can create an infinite number of fields, last day sales, the average of last week sales,
the difference between last month and this month sales, etc. However, we need to be very careful not
to include today or future sales data in these new features; otherwise, we will be introducing leakage'
in our model. For example, in the Figure 8.8 below, we are creating a new predictor that calculates the
average sales of the last two days (see the field in green “avgSales_L2D”). This is a sliding window in
which the window starts at -2 and it ends at -1.

"https://machinelearningmastery.com/data- leakage-machine-learning/
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avgSales_L2D

01-10-2017 | No 0 ..4| 30,000 » Aval(30.000 28 00!
02-102017 Yes 0 o
03102017 No |1 .| 33,000 .—l

04102017 No |0 18,000 30,500

05102017 No |1 34,000 26,000

01-102018 |No |1 .| 21,000 34,000

Figure 8.8: Example of sliding window that calculates the sales average of the last
two days

In BigML, you can define the following operations and parameters to create sliding windows:

» Operation: select one of the below operations to be applied to the instances in the window (see
Figure 8.9).

— Sum of instances: sums consecutive instances by defining a window start and end. For
example, for a sales dataset where each instance is a different day, we can get the sum of
sales of the previous 5 days (including today) by defining a window that starts at -5 and ends
at 0 relative to each instance in the dataset.

— Mean of instances: calculates the mean of consecutive instances by defining a window start
and end (negative values are previous instances and positive values next instances). For
example, for a sales dataset where each instance is a different day, we can get the mean of
sales of the previous 5 days (including today) by defining a window that starts at -5 and ends
at 0 relative to each instance in the dataset.

— Median of instances: calculates the median of consecutive instances by defining a window
start and end (negative values are previous instances and positive values next instances). For
example, for a sales dataset where each instance is a different day, we can get the median of
sales of the previous 5 days (including today) by defining a window that starts at -5 and ends
at 0 relative to each instance in the dataset.

— Minimum of instances: calculates the minimum of consecutive instances by defining a
window start and end (negative values are previous instances and positive values next in-
stances). For example, for a sales dataset where each instance is a different day, we can get
the minimum of sales of the previous 5 days (including today) by defining a window that starts
at -5 and ends at 0 relative to each instance in the dataset.

— Maximum of instances: calculates the maximum of consecutive instances by defining a
window start and end (negative values are previous instances and positive values next in-
stances). For example, for a sales dataset where each instance is a different day, we can
get the maximum of sales of the previous 5 days (including today) by defining a window that
starts at -5 and ends at 0 relative to each instance in the dataset.

— Product of instances: calculates the product of consecutive instances by defining a window
start and end (negative values are previous instances and positive values next instances). For
example, for a sales dataset where each instance is a different day, we can get the product of
sales of the previous 5 days (including today) by defining a window that starts at -5 and ends
at 0 relative to each instance in the dataset.

— Difference from first: calculates the difference between values associated with the start
and end indices of the window, where the end index must be greater than the start index
and the difference is calculated as end - start. For example, for a sales dataset where each
instance is a different day, we can get the difference between yesterday and today’s sales
[Sales(today) — Sales(yesterday)] by defining a window that starts at -1 and ends at 0.



Difference from first (%): calculates the percentage difference between values associated
with the start and end indices of the window, where the end index must be greater than the
start index and the difference is calculated as end - start. For example, for a sales dataset
where each instance is a different day, we can get the percentage difference between yes-
terday and today’s sales [Sales(today) — Sales(yesterday)]/Sales(yesterday) by defining a
window that starts at -1 and ends at 0.

Difference from last: calculates the difference between values associated with the start and
end indices of the window, where the end index must be greater than the start index and
the difference is calculated as start - end. For example, for a sales dataset where each
instance is a different day, we can get the difference between today and tomorrow’s sales
[Sales(today) — Sales(tomorrow)] by defining a window that starts at 0 and ends at 1.

Difference from last (%): calculates the percentage difference between values associated
with the start and end indices of the window, where the end index must be greater than the
start index and the difference is calculated as start - end. For example, for a sales dataset
where each instance is a different day, we can get the percentage difference between to-
day and tomorrow’s sales [Sales(today) — Sales(tomorrow)]/Sales(tomorrow) by defining a
window that starts at 0 and ends at 1.

Supervised « = Unsupervised = Predictions = Tasks WhizzML -
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NEW DATASET FIELDS CONFIGURATION n
Name: #  Operation: Sliding window Field:
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Q,
+ New field
Sliding windows
Refresh fields options: Sum of instances @
o Help Median of instances ®
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Dataset name: Maximum of instances
+
sales data Product of instances ‘ Reset | ih

Figure 8.9: Select the operation for the instances in the sliding window

+ Field: you can only select numeric fields to calculate sliding windows.
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Dataset name:
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Figure 8.10: Select a field to calculate the sliding window



« Window Start: the start of the window defines the first instance to be considered for the defined
calculation. Negative values are previous instances and positive values next instances. The 0 is
the current instance.

* Window End: the end of the window defines the last instance to be considered for the defined
calculation. Negative values are previous instances and positive values next instances. The 0 is
the current instance.
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NEW DATASET FIELDS CONFIGURATION B
Name: #  Operation: Sliding window Field: Window start: Window end: o
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@ Help ®
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+
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Figure 8.11: Set a window start and end

« Finally, click Create dataset and you will be able to see the new fields containing the sliding
window calculations at the end of the new dataset.

8.1.6 Types

To create new fields from a categorical, text, or items field, use the types operations explained below
(see Figure 8.12). Note: only the categorical operation is available for numeric fields:

» Categorical: coerce numeric field values into categorical values, e.g., the number 10 will become
a string “10”.

* Integer: coerce categorical values to integer values, e.g., the string “7.5 pounds” will become 7.
Boolean values are assigned 0 (false) and 1 (true).

» Real: coerce categorical values to float values, e.g., the string “7.5 pounds” will become 7.5.
Boolean values are assigned 0 and 1.
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Name: #  Operation: Field:
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Q
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0 Help @
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Figure 8.12: Adding new fields with types operations



8.1.7 Random

Random operations are available for numeric and categorical fields, except the first operation (random
integer) which does not have any field type associated with it:

+ Random integer: BigML creates a new field with a random value for each instance.

+ Random value within field range: BigML sets a random value but takes your field range as the
reference for minimum and maximum values.

+ Random weighted value: BigML sets a random value within your field range weightened by the
population, so the population distribution for that field is used as a probability measure for the
random generator.
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© Help e o @
Random weighted value
Statistics
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Figure 8.13: Adding new fields with random operations

8.1.8 Statistics

Another option to add new fields to your dataset based on your numeric fields is by applying statistics
operations (see Figure 8.14):

* Mean: computes the field mean for all instances.
» Population: computes the count of total instances for that field.

» Population fraction: computes the number of instances whose values are below the specified

value.
Sources Models ~ Clusters Anomalies ons Predictions Tasks Scripts =
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Dataset name: P
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Figure 8.14: Adding new fields with statistics operations



8.1.9 Write Flatline Formula

In addition to all the operations explained the above subsections, BigML lets you perform any kind of
operations with an flatline formula. Similar to filtering fields of your dataset, type the desired formula in
either Lisp? or JSON® syntax.

Furthermore, use BigML Flatline editor, a powerful and flexible open-source lisp-like language, to create
and validate your formulas before using them. To access the Flatline editor, first select the syntax you
want to use, and click the highlighted icon in Figure 8.15, which leads to the Flatline editor.

Sources Models = Clusters Anomalies Associations Predictions Tasks Scripts * =
8 8P, ooes Adding fields example % (=
Name: #  Operation: Formula:
New field 8 = | Lispflatline formula = cf 2
Q,
+ New field Mean
Population
Population fraction
© Help Text Analysis ©
Detect language
Dataset name: Write Flatline Formula

Extended dataset Reset i
JSON flatline formula

Figure 8.15: Adding new fields writing custom formulas

Note: the Flatline editor can be used to add new fields to your dataset following the same proce-
dure as when filtering your dataset. (See Subsection 7.3.7.)

8.1.10 View and Reuse New Fields’ Formulas

When you add new fields to a dataset, you will be able to view the formulas used to create them by
clicking the option shown in Figure 8.16.

%https://en.wikipedia.org/wiki/Lisp_(programming_language)
Shttps://en.wikipedia. org/wiki/JSON
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Figure 8.16: View the formulas used to create new fields

This option will display a window with the Flatline formula that is found underneath any new field in a
dataset (see Figure 8.17). You can copy or download the formula (in Lisp and JSON formats) to create
the same field using other datasets.

Transport_expenses_disc - Flatline formula
o | sson EPF

1 (percentile-label "Transportation expense” "lst" "Znd")

Figure 8.17: Copy and download formula

8.2 Aggregating Instances

The aggregating instances option in BigML allows you to group the rows of a dataset by a given field.
This is a very common transformation to prepare your data for Machine Learning models. For example,
imagine you have customer data stored in a dataset where each purchase is a different row. If you want
to use this dataset to train models to analyze customers’ purchase behaviors, you need a dataset where
each row is a customer instead of a purchase. This is the case of the dataset in Figure 8.18 where



we can aggregate the instances by the field “customerID” to get a row per unique customer. Apart
from grouping the instances by customer, we also need to add the purchase information per customer.
We can do this by defining some aggregation functions on top of the former fields per purchase. For
example, in the image below you can find the total purchases per customer (“Count_customerID”), the
total units purchased (“Sum_Quantity”), the first purchase date (“Min_Date”) and the average price per
unit spent per customer (“Avg_UnitPrice”).

WHITE HANGING HEART
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536366  WHITE METAL LANTERN 6 23/1/18 3.39 17850
536367 Comr tnaen o 8 18/2/18 275 17850
536368 1101 waren SoTII e 6 15/1/18 3.39 12583
536369 (e neanr o 6 10/3/18 3.39 12583
739411 JaR MAKING SETWITH = 4 25/2/18 4.29 13047
Aggregate instances by customer ID
17850 3 ... 20 12/1/18 2.90
12583 2 12 15/1/18 3.39
13047 1 ... 4 25/2/18 4.29

Figure 8.18: Aggregate instances by customer ID example

The example above can be easily executed in the BigML Dashboard by following these steps:

» Find the AGGREGATE INSTANCES option in the dataset configuration menu (see Figure 8.19).
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Figure 8.19: Select the option to aggregate the instances

» When the configuration panel has been displayed, select a field to aggregate your instances. You
can select any type of field (numeric, categorical, text or datetime fields) and your instances will be
grouped by the unique values of this field. In this case, we select “CustomerID” because we want
a dataset with one row per customer (see Figure 8.20).
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Figure 8.20: Select a field to aggregate the instances

You can optionally add more aggregation fields by clicking on the option shown in Figure 8.21.
You can add up to five fields from the Dashboard, if you need to aggregate more fields you can
use the API“. This option is very useful when you need to aggregate fields in a nested format, e.g.
you may want that each row represents a customer per day.
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Figure 8.21: Add more aggregation fields

* When you select the aggregating field, you can see that BigML automatically displays an operation
which is the row count to aggregate the instances. This operation calculates the number of rows
per value for the aggregating field. In the example below (see Figure 8.22), the count operation on
top of the “CustomerID” allows us to know the total purchases per customer. You can also remove
this operation if you are not insterested in it by clicking the remove icon on the right-hand side.

“https: //bigml.com/api/datasets
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Supervised = Unsupervised « Predictions « asks WhizzML

R T Online Retail i =%

DATASET AGGREGATION CONFIGURATION m
Aggregate instances by field: o

CustomerlD EEE -

=+ Add field

dddialic, o

Operation: Field name:

Row count T row_count »

+ Add operation

Dataset name:

l.‘.l

Online Retail [aggregated] ‘ Reset

Figure 8.22: Row count operation by default

At this point, we can go ahead and create a new dataset that only contains two fields, the “Cus-
tomerID” and the “row_count”. However, this new dataset with only two fields will not be very
useful to train any Machine Learning model. We want to add more fields to the resulting dataset
that gather as much information as we can about each customer’s purchase behavior.

* You can add more fields to the dataset by defining additional aggregation operations. For exam-
ple, imagine we want to know the total units purchased per customer, we can select Sum in the
operation selector (see Figure 8.23):

Supervised v Unsupervised = Predictions WhizzML

R, e Online Retail i [N =%

DATASET AGGREGATION CONFIGURATION

o B

Aggregate instances by field:

CustomerlD 123 v

+Add field

Add fields: o

Operation: Field name:

Row count T row_count ®

Operation:
Select an operation
Count distinct
Count missings

Numeric fields
)
Reset a2
Average ) =

— Maximum

Minimum Q x

 Standard deviation Type Count Missing Errors Histogram

Figure 8.23: Add more operations

And then select the field “Quantity” as shown in Figure 8.24:



Sources Supervised v+  Unsupervised = Predictions = WhizzML ~

= P eeee Online Retail i =)
DATASET AGGREGATION CONFIGURATION a
. - 7]
Aggregate instances by field:
CustomerlD m S
=+ Add field
Add fields: o
Operation: Field name:
Row count v row_count b9
Operation: Prefix for fields: Apply operation to fields:
sum * sum_ Quan]| ®
+
Dataset name:
Online Retail [aggregated] Reset

Figure 8.24: Select the field for the chosen operation

All operations have a prefix for fields defined. In the resulting dataset, all the fields that have a
given operation applied will be renamed with the prefix before their actual names. This allows you
to know the operation applied to a given field. You can edit this prefix name or remove it.

You can select the following operations depending on the field type:

— Count: counts the total rows per unique value of the aggregating field. It can be applied to all
field types.

— Count distinct: counts the rows that have distinct values per unique value of the aggregating
field. It can be applied to all field types.

— Count missings: counts the rows that have missing values per unique value of the aggre-
gating field. It can be applied to all field types.

— Sum: sums the values of the aggregated instances. Only for numeric fields.

— Average: averages the values of the aggregated instances. Only for numeric fields.

— Maximum: takes the maximum value of the aggregated instances. Only for numeric fields.
— Minimum: takes the minimum value of the aggregated instances. Only for numeric fields.

— Standard deviation: takes the standard deviation of the aggregated instances. Only for
numeric fields.

— Variance: takes the variance of the aggregated instances. Only for numeric fields.

— Concatenate values: concatenates the values of the aggregated instances. Only for cate-
gorical, text, and items fields. You can also define the separator and the final field type (text,
categorical or items field).

— Concatenate distinct values: concatenates the distinct values of the aggregated instances.
Only for categorical, text, and items fields. You can also define the separator and the final
field type (text, categorical or items field).

Note: the fields in the original dataset that do not have an operation defined will be dropped
from the final dataset.

For our example, we are defining more operations such as the total units purchased, the total price
spent per customer, the average price per purchase per customer, and the concatenation of the
purchased products descriptions (see Figure 8.25).



Unsuper

T B eses Online Retail i =%
DATASET AGGREGATION CONFIGURATION m
Aggregate instances by field: o

CustomeriD [ 123 RS
=+ Add field
Add fields: o
Operation: Field name:
Row count v | row_count x
Operation: Prefix for fields: Apply operation to fields:
Sum T osum_ * Quantity BEEEED | * unitPrice 123 x
Operation: Prefix for fields: Apply operation to fields:
Average Toavg * UnitPrice [ 123 ] x
Operation: Prefix for fields: Apply operation to fields: Values separator:  Final field type:
Concatenate values T | concat_ ® Description text , [comma) v Text v x
+ Add operation
Dataset name:
Online Retail [aggregated] | Reset | ==

Figure 8.25: Define all the operations you want for the dataset fields

+ Finally, click Aggregate instances and a new dataset with the new aggregated instances and field
calculations will be created.

The aggregation option in the Dashboard uses an SQL query underneath. Therefore, when the new
dataset is created, you can view the SQL query by clicking the option shown in Figure 8.26 below.

Sources Supervised +  Unsupervised v Predictions + WhizzML +

Online Retail [aggregated] e %, & 9% @
[al -
Mame Tyer . . td
Aggregation information
CustomerlD 1 - saL JSON E’ @ @
1 SELECT "0@e007 , count(*) AS "row_count’, sum( 008084 ) AS "sum_Quantity’, sum
. - (000906 ) AS “sum_UnitPrice’, avg( 000096 ) AS avg_UnitPrice’, group_cencat
fow_cour ('000003", ',') AS "concat_Description’ FROM 'DS’ GROUP BY "000007"

sum_Quantity -

Figure 8.26: View the SQL query of the aggregation performed

8.3 Joining Datasets

It is very common to have the data scattered in two or more different datasets. BigML allows you
to join several datasets to combine their fields and instances based on one or more related fields
between them. For example, imagine we want to predict employee performance and we have two



different sources of data: a dataset containing employees’ data (employee name, salary, age, etc.) and
another dataset containing departments data (department name, budget, etc.). (See Figure 8.27). If we
want to include the department data as additional predictor for our employees analysis, we can use a
common field in both datasets (department_id) to add the department characteristics to the employee
dataset.

1 John 5 1 HR ... 1,500,000
2 Rose 8 2| Accounting  |... 1,900,000
3 Rick 2 3| Sales ... 3,400,000
4 Pat 5 4|Developing | ... 5,000,000
6 Patrick 9 5| Operations |... 2,500,000
1467 Mike 4 9| Projects .. 1,900,000
Join by department_id

1|/John 5| Operations 2,500,000

2| Rose 8| Systems 4,500,000

3| Rick 2| Accounting 1,900,000

4| Pat 5/ Operations 2,500,000

6| Patrick 9| Projects 1,900,000

1467 | Mike 4| Developing 5,000,000

Figure 8.27: Join example

The example above can be easily executed in the BigML Dashboard by following these steps:

« First of all, you need to upload both sources to BigML and create a datasets from each source
(see Chapter 3).

* When the datasets are created, find the JOIN DATASETS option in the employees dataset config-
uration menu as shown in Figure 8.28. We use the employees dataset and not the departments
dataset because our ultimate goal is to analyze employee performance, hence we need to use
employee data to train a Machine Learning model.

Unsupervised = Predictions - Tasks WhizzML ~

o,
= W e employees WP % G @ O
m— [
= & e . x
| 1 sl TRAINING [ TESTSPLIT =" ADDFIELDS i
Mame Type -
||>|¢ SAMPLE =2 AGGREGATE INSTANCES
employee id | EE i FLtER EH ‘IIIIIIIIIII
= MERGEDATASETS
department_id 1 [ 123 ] 21 ] ] l
: N An.nln
name 1 [ text ] 21 0 0

Figure 8.28: Join datasets

+ This option will display the join configuration panel in which you need to input the following param-



eters:
— Type of join: you can perform four different types of join:

= Left join: returns all the instances from the current (left) dataset, the employees dataset,
and the matched instances from the selected (right) dataset, the departments dataset.
If there are instances in the current dataset that do not have a matching instance in the
selected dataset, the field values will be missing.

= Right join: returns all the instances from the selected (right) dataset, and the matched
instances from the current (left) dataset, the departments dataset. If there are instances
in the selected dataset that do not have a matching instance in the current dataset, the
field values will be missing.

= Full join: returns the matched and unmatched instances in both datasets.

= Inner join: returns the instances that have matching values in both datasets, the rest of
instances will be droped.

For our example we are performing a left join since we are interested in having all the em-
ployees data to make our predictive model and it is not so important if a given employee does
not have a department assigned. In this case, the department information will be missing for
that employee and the models in BigML can handle missing values afterward.

Sources Supervised « - Unsupervised = Predictions « Tasks WhizzML
== 80 °s employees A [ =),
JOIN DATASETS CONFIGURATION a
(7]
Type of join: Select a dataset to join with:
Left join & Search dataset...
Join fields (selected dataset):
Right join
Full join
Inner join
Choose the fields from the selected dataset to be included in the final output: @
Filter datasets: @

Dataset name:

employees [joined]

Figure 8.29: Select the type of join

— Select a dataset to join with: this is the dataset you want to join with the current dataset.
Select a dataset that contains at least one field in common with the current dataset to perform
the match between the instances.



WhizzML ~

S employees )

- =)
JOIN DATASETS CONFIGURATION B
Type of join: Select a dataset to join with: e
Leftjoin Search dataset...
depar| Q

Join fields (current dataset):

9 instances, 7 fields (1 categorical, 4 numeric, 2 text), 2 no...
police-department-incidents
236345 instances, 6
+

leids (7 categorical, 3 numeric

Choose the fields from the selected dataset to be included in the final output: o

sql_departments [joined)]

Filter datasets:

Dataset name:

employees [joined]

(11}
m

Figure 8.30: Select the dataset to make the join

— Join fields (current dataset): select one or more fields from the current dataset (the em-
ployees dataset) to match the instances with the selected dataset (the departments dataset).
These fields should have the same values in both datasets so the instances can be matched.
Usually a field with unique values per instance such as an ID field is used here.

Unsupervised = Predictions « Tasks

WhizzML
T . eees employees L =)~

JOIN DATASETS CONFIGURATION
(7]

Type of join: Select a dataset to join with:

Join fields (current dataset):

[ department_id G -

Join fields (selected dataset):

Search field. x

+

Choose the fields from the to beir

A —
inthe final output: @ g

* department_id 123

o —
* employee 123 * name m
* address [ text  WIENTW ABC

* expenses 123

* budget 123

Filter datasets:

Dataset name:

employees [joined] ‘ Heset |

Figure 8.31: Select the join field from the current dataset

— Join fields (selected dataset): select one or more fields from the selected dataset (the de-
partments dataset) to match the instances with the current dataset (the employees dataset).
These fields should have the same values in both datasets so the instances can be matched.
Usually a field with unique values per instance such as an ID field is used here.



Sources Sup: Unsupervised = Predictions + Tasks

=T, 0P, sess employees kO =)
JOIN DATASETS CONFIGURATION a
Type of join: Select a dataset to join with:
Left join l | departments x| v
Join fields (current dataset): Join fields (selected dataset):
[ department_id m X [ Search field... & l
| deparn Q |
7 department_id 123
Choose the fields from the sel, dd to be included in the final output: O E
[ deparment | % ompioyee TS | rame - |
[ acdress G | < oy [~ RS - |
[ expenses - |
Filter datasets: ®
Dataset name:
employees [joined] | Reset | ==

Figure 8.32: Select the join field from the selected dataset

— Choose the fields from the selected dataset to be included in the final output: you can
choose to include all the fields from the selected dataset or select a subset of them.

Predictions = Tasks

. OBp. ceee employees % =%
JOIN DATASETS CONFIGURATION m
Type of join: Select a dataset to join with:
Left join I | departments x| v |
Join fields (current dataset): Join fields (selected dataset):
[ department_id 123 X | department_id m b |
+Add join
Choose the fields from the sel d d to be included in the final output: o JE
[ employee G | reme T | acoeess - |
[ oty [ buet | oxpenses = |
Filter datasets: ®
Dataset name:
employees [joined] | Reset | ==

Figure 8.33: Choose the fields from the selected dataset

+ Optionally, you can filter the current and/or the selected dataset before creating the new joined
dataset. You can add up to six different filters. You can filter any type of field except full date-time
fields. Please read more about filtering datasets in Section 7.3.



a | = W eeee employees %. & =& O
JOIN DATASETS CONFIGURATION n
N o e
ype of join: Select a dataset to join with:
EER—" o s
Join fields (current dataset): Join fields (selected dataset):
[ department_id 123 v | department_id 123 v
+Add join
Choose the fields from the selected d to be included in the final output: @ =
| emplyee D [ reme T | [ caoress - |
¥ oy [ bucget EEEERD | oxperces TEED |
Filter datasets: @
(7]

CURRENT DATASET &7

FILTER BY [ Search field... .
| sala Q ‘
+ salary 123
Dataset name:

employees [joined]

s

Figure 8.34: Filter one or more fields from the current and/or the selected dataset

 Click the Join datasets button.

a8 T B, eeee employees . & @ @
JOIN DATASETS CONFIGURATION m
Type of join: Select a dataset to join with: o
CER—" e e
Join fields (current dataset): Join fields (selected dataset):
[depanmem_\d o |- | department id o |-
=+ Add join
Choose the fields from the sel. d o to be included in the final output: o "E
[ ampioyee TN |[* rame T || s - |
%oy QD |[* bucger QEEERD | [ cxpenses -
Filter datasets: ®
Dataset name:

employees [joined]

oy

Reset = Join datasets ]

Figure 8.35: Join datasets

* A new dataset with the matched instances and the new fields will be created.

Note: if each instance has one single match in both datasets, i.e., the join fields have unique



values per instance, the resulting dataset will have a maximum number of instances equal
to the dataset with most instances. However, if the instances in one or more datasets have
repeated values for the join fields, each instance in a given dataset will be matched as many
times as it finds the same matching value in the other dataset. Therefore, the final number
of instances may be much larger than the number of instances in both original datasets.

The join option in the Dashboard uses an SQL query underneath. Therefore, when the joined dataset is
created, you can view the SQL query by clicking the option shown in Figure 8.36 below.

Sources Supervised = Unsupervised ~  Predictions =  Tasks WhizzML ~

employees [joined] . & @~ @

s View join information

i
"
0

Name
Join information

1 SELECT A.*, B.* FROM A LEFT JOIN B ON A. 000001" - B. 000000°

employee id 1
department_id 1

name |

bithdate |

=
@

gender

Figure 8.36: View join SQL query

8.4 Merging Datasets

In case you have instances in different datasets and you want to merge them all into one single dataset,
you can do it using the merging datasets option in BigML. This functionality can be very useful when
you use multiple sources of data. Imagine, for example, that you collect data on an hourly basis and
want to create a dataset aggregating data collected over the whole day. You only need to send the new
data generated each hour to BigML, create a source and a dataset for each one and then merge all the
individual datasets into one at the end of the day.

For example, imagine we have employees data in two different datasets and we want to merge them into
one dataset (see Figure 8.37).



1 John 30,000

2 Rose 28,000 1 John 30,000

3 Rick .. 33,000 2 Rose | .. 28,000

4 Pat .. 19,000 3Rick | .. 33,000

6 Patrick @ ... 34,000 4 Pat 19,000

6 Patrick | ... 34,000

1467 Mike ... 21,000

Merge 1467 Mike | ... 21,000

datasets 1468 Zoe | .. 45,000

1469 April | .. 32,000

1468 Zoe ... 45,000 1470 Megan | ... 26,000

1469 Aprl | ... 32,000 1471 Adolf | .| 29,000

1470 Megan | ... 26,000 1472 Zack | .| 42,000

1471 Adolf | ... 29,000

1472 Zack | ... 42,000 8456|Mina | ...| 43,000
3456 Mina | ... 43,000

Figure 8.37: Merge datasets example

You can easily merge datasets in the BigML Dashboard by following these steps:

» From one of the datasets, open the CONFIGURE DATASET menu (see Figure 8.38). By convention,
this first dataset defines the final dataset fields. All datasets should have the same field names
and IDs. If this first dataset has fields not found in the other datasets, the merge will give an error.
However, if the other datasets have some fields that are not found in the first dataset, you can still
excute the merge and these fields will be dropped from the final dataset. You can map the fields
from different datasets using the merging option from the API® for the moment.

Sources Supervised »  Unsupervised Fredictions =  Tasks WhizzML =
2| gp_| eeus employees WP e G 25 O
. [
= & . x
| 112 TRAINING | TESTSPLIT =" ADDFIELDS I
Name Type -
||>|‘: SAMPLE 22 AGGREGATE INSTANCES
employes. id | GEED ||F FILTER = = JOINDATASETS ‘IIIIIIII“I
department_id 1 123 71 (] U l
° IIIIIIIIIIIIII II
name U text ] 21 0 0

Figure 8.38: Select the merge datasets option

+ Select the datasets you want to merge (see Figure 8.39).

Shttps: //bigml.com/api/datasets#ds_multi_datasets
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Unsupe - Predictions « Tasks

g | =T, HO_| eses employees A =)F.
MERGE DATASETS CONFIGURATION m
Current dataset: o

Sample rate: 100% T
employees T ¥ |

Merge the current dataset with:

Search dataset...

dataset/5bbé1

emplo

employees v2| Q,

Latasetname:

employees [merged] | Reset |

Figure 8.39: Select the datasets you want to merge

You can select up to 32 datasets (see Figure 8.40).

Predictions = Tasks

= | Ha | cees employees i =)
MERGE DATASETS CONFIGURATION E
Current dataset: o

Sample rate: 100%

—_—— =

Merge the current dataset with:

employees v2 v ) =gg

+Add dataset

Dataset name:

employees [merged] | Reset |

Figure 8.40: Add more datasets to merge

* You can sample each one of the selected datasets (see Section 7.2 to find an explanation for each
sampling option).



Unsupervised = Predictions « Tasks

x| Fa_ | ssse employees i =)%.

MERGE DATASETS CONFIGURATION m

Current dataset:

Sample rate: 100%
T e—— [E58
Merge the current dataset with:
Sample rate: 100% -
employees v2 z — 35| %
+Add dataset
Dataset name:
employees [merged] | Reset | =

Figure 8.41: Sample the datasets to merge

+ Click Merge datasets to create a new dataset with all the merged instances.

From the resulting dataset you can click the option shown in Figure 8.42 to see the merge configuration
of each dataset.

Sources Supervised ¥ Unsupervised + Prediciions = Tasks WhizzML ~

employees [merged] B & =2+ O

information

K= Q x

Name
Datasets merged

employee_id
1 Sescript JSON %

department_id

Datasets Rate Replacement Out of bag Seed
name dataset/5bbf9dc1b95b397¢15000021 100% False False
dataset/5bbf9dbeb35b397b 000000 100% False False

Figure 8.42: Merge configuration information

Note: the merging option is the only transformation option that does not use SQL query behind
the scenes.

8.5 Ordering Instances

The ordering instances option in BigML allows you to sort the rows of a dataset by one or more selected
fields in ascending or descending order. The instances will be sorted first by the first selected field, then
by the second field, and so on. You can select up to 8 different sorting fields.This option is very useful
for time series, when you have a dataset containing a date field and you need to sort your instances
chronologically.

For example, imagine we have a dataset containing the monthly minimum temperatures in Melbourne
(Australia) and they are not chronologically sorted (see left-side table in Figure 8.43). If we want to
create a time series model using this dataset, we first need to sort instances in ascending order by date
as you can see in the right-side table of the Figure 8.43 below.



Monthly Min Tem Melbourne fhly Min Tam Malboums
Date temp-Melbourne

::;n 4_:::;::;; 198171 17.71200323
pr——re [ — 1081/2 17.67857143
1987/7 5.983870968 :::: 12.3566;;:
19881 6135483871 1981/5 9.490322581
1984/7 6.183333333 1981/6 —
Ul 6.332258065 S Ol’t b 1981/7 7.577419355
L 656 y 1981/8 7.238709677
feeyy 66 Date 1981/9 10.14333333
1989/8 6.770067742 1981/10 10.08709677
1983/7 6.890322581 1081/11 11.89
1986/7 6.961290323 1981/12 13.68064516
1985/6 7.073333333 1982/1 16.56774194
1981/8 7.238709677 1982/2 15.92142857
1982/9 7.28 1082/3 14,03548387
1981/6 7.306666667 1982/4 11.47
1986/8 7.387006774 1982/5 9.583870968

Figure 8.43: Select the option to order instances

We can easily do this in BigML by following these steps:

» From the dataset view, click on the ORDER INSTANCES menu option (see Figure 8.44).

Unsupervised ~  Predictions v~ Tasks WhizzML =
. f(nEw
=r | Ha_|sees Monthly Min Tem Melbourne = - &G. @~ @
=
= -"9: ‘ J\F‘ - *
AT TRAINING | TESTSPLIT =" ADDFIELDS |
Name Type -
|l sape S+2 AGGHEGATEINSTANGES |
Date | =D gF e = = JOINDATASETS
=-% REMOVE DUPLICATES = MERGE DATASETS
Monthly-avg-temp-Melbourne [ 123 ] I I IIIII I
az LA

+

D : - TINEn
&

Date.month _' 120 0 0 IIIIIIIIIIII

Show | 100 E fields 1to 4 of 4 fields n

Figure 8.44: Select the option to order instances

* You cannot select the full date-time field to sort instances, but you can select the expanded fields
(year, month, day of month, etc.) to do so. Remember when you select multiple fields to sort your
intances, the first field is the one that decides the final order first, then the second field (keeping
the order of the first field) and so on. That's why we need to select first the larger date unit, in this
case the year, and then the next date unit, the month in this case (see Figure 8.45). Then click on

the order instances button.



Supervised = Unsup Predictions « Tasks

. <50
a8 T ORp. eeee Monthly Min Tem Melbourne =% & &5 ©
DATASET ORDERING CONFIGURATION m
ORDER BY | Date.year =D - | Ascending v
ORDER BY | Date.month T [ Ascending 4 | Thisfield will be sorted preserving the previous field order first x
[rsmirg
+ Add condition Descendling
Dataset name:
Monthly Min Tem Melbourne [ordered] | Reset | —= Orderinstances
Q x
Name Type Count Missing Errors Histogram
Date | EED 120 ] 0

=]

il
ouss L) S I

Monthly-avg-temp-Melbourne m 120 o

o

+
Date.month 120 0 0 IIIIIIIIIIII
Show | 100 B!inlds 1to 4 of 4 fields I <€ n > 2

Figure 8.45: Select the fields you want to sort by

* A new dataset will be created with the sorted instances. You can see the confirmation message
on top of the dataset view in blue color (see Figure 8.46).

8 | =T | B eess Monthly Min Tem Melbourne [ordered] W= - &, =% ©
= = a2 a x
Name Type Count Missing Errors Histogram
Date [ B DATE-TIME ] 120 0 ]
Monthly-avg-temp-Melbourne 123 120 0 0 III III IIIIIII
v ||||“ " “Il “Illll
Date.year m 120 o 0 IIIIIIIIII
Date.manth 120 0 0 IIIIIIIIIIII
Show | 100 B figlds 1to 4 of 4 fields 1< < n >

Figure 8.46: See the notification message

The ordering option in the Dashboard uses an SQL query underneath. Therefore, when the dataset is
created, you can view the SQL query by clicking the option shown in Figure 8.47 below.



Monthly Min Temp Melbourne [ordered] W % G. & @

Type
Date [ o
Monthly-avg-temp-Melbourne [ 17
Date.year ! m

Q

Query information

saL JSON
1 SELECT * FROM "DS° ORDER BY "@00000-0°, @00000-1,

000000-2"

Ee®

Figure 8.47: View SQL query to order instances




Consuming Datasets

BigML offers you several options to use your dataset out of the BigML Dashboard. When your data is
ready, you can export it and download it to the Comma-Separated Values (SCV) format, and use it
in your local environment, or download it to the Tableau Data Extract (TDE) format, so you can use it
in Tableau’, or use it programmatically via the BigML API and bindings. This section explains these
three options.

9.1 Exporting and Downloading Datasets to CSV

To download your dataset from the BigML Dashboard:
1. From the dataset view, click the 1-click action menu, and select REQUEST EXPORT (CSV). (See

Figure 9.1.)
Sources Models ¥  Clusters  Anomalies  Associations Predictions Scripts ¥
8 fP. ccee Downloading dataset . B (=- ®
& £Y 1-cuckMoDEL ~
. {07 1-CLICK ENSEMBLE
Name ¢ Type ¢ Count Missing ¥ 5{
£ 1-CLICK LOGISTIC REGRESSION
G | B o 0
- :._':* 1-GLICK CLUSTER
&
accountlength m 104 0 :l'- 1-GLICK ANOMALY
T;‘ 1-CLICK ASSOCIATION
area code 123 ] 104 0 M} 1-CLICK TRAINING | TEST
Lo
phone number m 104 0
al§:; REQUEST EXPORT (TABLEAU)
k3
international plan m 104 0 lll DELETE DATASET
"; MOVETO...
voice mail plan m 104 0 o

Figure 9.1: Request export to CSV format

2. BigML processes your request. Note: the process may take a few minutes. The larger the
dataset size, the longer it will take.

3. Once the dataset is ready, select DOWNLOAD DATASET (CSV) from the same 1-click action menu,
and save the dataset to your local environment (see Figure 9.2).

Thttp://wuw.tableau. com/
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Sources Models ~ Clusters Anomalies Predictions

8 P, eceo Downloading dataset % &D- B 0]

-CLI
£ 1-CLUCKMODEL "

Fﬁ% 1-CLICK ENSEMBLE

Name & Type & Count Missing
J_" 1-CLICK LOGISTIC REGRESSION
S ! o 0
¢f 1-cLCKCLUSTER
¥ 1-CLICK ANOMALY
account length m 104 [+] "‘-\.
‘:, 1-CLICK ASSOCIATION
area code [ 123 104 0 .lﬁl’u 1-CLICK TRAINING | TEST
1™
phone number m 104 0
|".;. REQUEST EXPORT (TABLEAU)
*
international plan 104 0 ll' DELETE DATASET
l'; MOVETO...
voice mail plan m 104 0 0

Figure 9.2: Download your dataset in CSV format

9.2 Exporting and Downloading Datasets to Tableau

To export your dataset from the BigML Dashboard to the Tableau format (TDE):

1. From the dataset view, click the 1-click action menu, and select REQUEST EXPORT (TABLEAU).
(See Figure 9.3.)

Sources Models = Clusters Anomalies Associations Predictions Tasks Scripts =

it G, eeee Downloading dataset %. B (5)'7\.?7'6
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Figure 9.3: Request export to TDE format

2. BigML processes your request. Note: the process may take a few minutes. The larger the
dataset size, the longer it will take.

3. Once the dataset is ready, select DOWNLOAD DATASET (TABLEAU) from the same 1-click action
menu (see Figure 9.4), and save the TDE file in your local environment. This file is ready to be
used in the Tableau platform.


http://www.tableau.com/
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Figure 9.4: Download your dataset in TDE format

9.3 Using Datasets Via the BigML API

Datasets as well as all BigML resources can also be used through the BigML API, which allows you to
programmatically create, update, list, delete, and use your dataset for models creation, and later make
predictions with them. Create a dataset with custom values for a few available options, after properly
setting the BIGML_AUTH environment variable to contain your authentication credentials:

curl "https://bigml.io/dataset?7$BIGML_AUTH" \
-X POST \
-H 'content-type: application/json' \
-d '{"source":"source/50a4527b3c1920186d000041", "name": "my dataset"}'

For more information on using datasets through the BigML API, please refer to the dataset REST API
documentation?.

9.4 Using Datasets Via the BigML Bindings

You can also create and use datasets via the BigML bindings, which are libraries aimed to make it
easier to use the BigML REST API from your language of choice. BigML offers bindings for a number of
languages, including: Python, Node.js, Java, Swift or Objective-C. You can find an example to create a
dataset with the Python bindings below:

from bigml.api import BigML
api = BigML ()
dataset = api.create_dataset('source/50a4527b3c1920186d000041")

For more information on using the BigML Python bindings, please refer to the BigML Python bindings
documentation®.

%https://bigml.com/api/datasets
Shttp://bigml.readthedocs.io/en/latest/#creating-datasets
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Dataset Limits

Before creating your dataset you should consider the following limitations:
* Fields: there is no enforced limit to the number of fields that can be present in a dataset.
* Instances: there is no enforced limit to the number of instances that can be present in a dataset.
+ Classes: a maximum number of 1,000 distinct classes per field is allowed.

» Terms: BigML can handle up to 1,000 terms total. If multiple text fields are defined, then the term
limit per field is divided by the number of text fields, , e.g., a dataset with two text fields would result
in 500 terms per text field. BigML selects those terms with most significant frequency, discarding
both those that appear either too often or too infrequently. A maximum of 256 characters per term
is allowed.

+ ltems: a maximum of 10,000 items per field is allowed.

If you need to exceed these limits, please contact the Support Team at BigML'and request your BigML
Private Deployment?.

1 support@bigml.com
%https: //bigml.com/private-deployments
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Descriptive Information

Each dataset has an associated name, description, category, and tags. A brief description follows for
each concept. The MORE INFO menu option lets you edit this information. (See Figure 11.1.)

Sources Models = Clusters Anomalies Associations Predictions. Tasks -

it P, eces Info panel example &b = @
DETAILS ®
INFO ®
Name: Category:
Info panel example “ Miscellaneous
Description: Tags:
# #

} . industry telephone internet customer
Here you can write a short description of your dataset.

PRIVACY ®

Figure 11.1: Panel to edit a dataset name, description, category and tags

11.1 Dataset Name

Each dataset has an associated name that is displayed on the listing and also on the header of a
dataset view. Dataset name is indexed to be used in searches. When you create a dataset, it gets a
default name. Change it using the MORE INFO menu option on the right corner of the dataset view (see
Figure 11.1). The name of a dataset cannot be longer than 256 characters. There is no restriction on
the characters that can be used in a dataset name. More than one dataset can have the same name,
even within the same project. They will always have different identifiers.



11.2 Description

Each dataset also has a description that is very useful for documenting your Machine Learning projects.

Descriptions can be written using plain text and also markdown'. BigML provides a simple markdown
editor. (See Figure 11.2.)

Edit description

You can add formatting and links using a simple markdown language:
Bl -®

You can use **boldface**, italies_ and some bullet list:

First bullet point

- Second bullet point

Description:

‘You can use boldface, jtalics and some bullet list:

« First bullet point
* Second bullet point

to document your datasets.

Cancel Update

Figure 11.2: Markdown editor for datasets descriptions
Descriptions cannot be longer than 8192 characters and can use many charsets.

11.3 Category

Each dataset is associated with a category. Categories are useful to classify datasets according to
the domain which your data comes from. This is useful when you use BigML to solve problems across

industries or with multiple customers. A dataset category must be one of the categories listed on Ta-
ble 11.1.

Thttps://en.wikipedia. org/wiki/Markdown
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Category

Aerospace and Defense

Automotive, Engineering and Manufacturing

Banking and Finance

Chemical and Pharmaceutical

Consumer and Retail

Demographics and Surveys

Energy, Oil and Gas

Fraud and Crime

Healthcare

Higher Education and Scientific Research

Human Resources and Psychology

Insurance

Law and Order

Media, Marketing and Advertising

Miscellaneous

Physical, Earth and Life Sciences

Professional Services

Public Sector and Nonprofit

Sports and Games

Technology and Communications

Transportation and Logistics

Travel and Leisure

Uncategorized
Utilities

Table 11.1: Categories used to classify datasets by BigML

11.4 Tags

A dataset can also have a number of tags associated with it which can help retrieve the dataset via the
BigML API or provide datasets with some extra information. Each tag is limited to a maximum of 128
characters. Each dataset can have up to 32 different tags.

11.5 Counters

For each dataset, BigML also stores a number of counters to track the number of other resources that
have been created using it as a starting point. In the dataset view you can see a menu option that
displays these counters (see Figure 11.3). It also allows you to quickly jump to all the resources of one
type that have been created with this dataset.
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4 VIEW 1 LOGISTIC REGRESSION FROM THIS D...

%, [ VIEW1ANOMALY FROM THIS DATASET

Figure 11.3: Menu option to quickly access to resources created with a dataset



Dataset Privacy

Privacy options for a dataset can be defined in the MORE INFO menu option, displayed in Figure 12.1.
There are three levels of privacy for BigML datasets:

+ Private: only accessible by authorized users (the owner and those who have been granted access
by him or her).

» Shared: accessible by any user with whom the owner shares a secret link.

+ Public: accessible and clonable as private resources by any user. Public resources are listed in
the BigML Gallery. If you want to let other BigML users make use of your dataset, please follow
the steps in Section 13.2.

v |
25

e . G000 Privacy panel example & (=)~
DETAILS
INFO

Sources Models « Clusters Anomalies Associations Predictions Tasks Scri h
@
®
®

PRIVACY

Private link
B httpsz//bigmi.com/dashboard/dataset/572b2d54b95b395c9a000006

Secretlink

Send to a friend

- # hitps://bigml.com/shared/dataset/h1R3JETDOUMBYe6sIV3jihYHors =]

Gallery link

Figure 12.1: Datasets privacy options



The BigML Gallery

The BigML Gallery' is a section of BigML to share, sell, buy or clone datasets, models, and scripts. The
following subsections cover the dataset parts. Please read the terms of service? before you buy or sell
any of these three resources.

13.1 Cloning a Dataset From the BigML Gallery

BigML lets you use datasets that are public in BigML Gallery. These datasets are public and available
because other users have shared them. Some of the datasets available are free of charge and others
have a specific cost. The owner of the dataset decides its cost. (See Section 13.2 for more details on
how to share or sell your dataset.)

1. To import a dataset from the gallery into your Dashboard, first you need to clone it. The link that
gives you access to BigML public Gallery is on the very top menu on the left. (See Figure 13.1.)

0 tasks Max. Tasks: 2 Max. Size: 64 MB 2O
1~ E3¢)
Ig \ Y FEATURES GALLERY ~ LABS ALFRED WHAT'S NEW DEVELOPERS

&

ALFRED'S PROJECT. All h . w B PROD

Figure 13.1: Access to BigML Gallery

2. Select “Datasets” on the top menu. Then click the dataset you are interested in. (See Figure 13.2.)
Clone it by clicking the Buy label. If the dataset is free of charge, click the Free label, which

changes to Buy once you mouse over it, but actually BigML will not charge you anything.

Thttps://bigml.com/gallery
®https://bigml.com/tos
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Figure 13.2: BigML public gallery

3. A modal window (see Figure 13.3) will be displayed asking you for confirmation. Click the Clone
button to confirm.

Clone this dataset

You are about to clone this dataset

Cancel Clone

Figure 13.3: Modal window to confirm you want to clone this dataset

4. Your new dataset goes directly to your Dashboard. Notice that any task performed from a cloned
dataset from the BigML Gallery (except predictions and evaluations) is free of charge, no matter
the size of the task to be performed.

13.2 Publishing a Dataset in the BigML Gallery

You can make your dataset public for other BigML users. To accomplish this, put your dataset in the
BigML Gallery:

1. We recommend you assign a proper name, category, and tags to the dataset you want to make
public in the BigML Gallery. However, a description is mandatory. (See Chapter 11 to learn how to
update your dataset descriptive information.)

2. By default your dataset will be private, since you haven not shared it yet. To share it, click the
White Box icon. (See Figure 13.4.)



Gallery link

White Box

Figure 13.4: White Box lets you make your dataset public in the BigML Gallery

. A modal window will automatically appear asking for confirmation. Decide whether to share your
dataset for free or sell it. Set the price you consider appropriate by just moving the dataset price

slider. (See Figure 13.5.)

Privacy and price settings

Earnings:

- $24.99 $17.49 per Dataset

Dataset price:

[ L

Please email us at gallery@dev.bigmi.com if you

This is the price that other BigML users must
want to price your dataset higher.

pay to clone your dataset.

Cancel Update

Figure 13.5: Make your dataset public for free or with earnings

4. Then, the gallery link automatically appears in the privacy panel and the status changes from
“Private” to “White Box.” You can change the set price anytime by clicking the edit icon. (See

Figure 13.6.)

Gallery link

"]

-$2499 #

o https:/bigml.com/user/alfred/gallery/dataset/573¢c4556b95b39571e00002a

Figure 13.6: Public status changed to White Box and the gallery link is available

You can only share your own datasets. If you are using a dataset previously cloned, BigML will display
a modal window (see Figure 13.7) stating you cannot share that dataset or sell it.
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Moving a Dataset to Another Project

By default, when you create a dataset, it will be assigned to the project indicated on the project selector
bar. (See Figure 14.1.) This dataset will be assigned to the same project where your source is (if your
source is in a project). If you did not assign any project to the source you used to create your dataset,
the new dataset will not be assigned to any project, and it will be shown when the project selector bar
shows “All”

PROJECT: My first project x v o m W [ rroo @@ ox

Figure 14.1: Project bar

Datasets can only be assigned to a single project. However, you can move datasets between projects.
The menu option to do this can be found in two places:

1. In the dataset list view, within the 1-click action menu for each dataset. (See Figure 14.2.)
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Figure 14.2: Menu option to move datasets

2. Within the pop up menu of a dataset in the dataset list view. (See Figure 14.3.)
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Figure 14.3: Menu option to move datasets with the pop up menu from the dataset
list view

You can switch the working mode anytime by moving the slider displayed in Figure 14.4.

PROJECT: All v N = (PROD = _ ;:_.f)

Figure 14.4: Top menu with switching modes slider



Stopping Dataset Creation

BigML lets you stop a dataset creation before the task is finished. You can do this in two ways:

1. Select DELETE DATASET from the 1-click action menu while BigML is processing your request.
(See Figure 15.1.)

Sources Models ~ Clusters Anomalies Associations Predictions Tasks Scripts ¥
& W, sooo Stopping dataset creati... %. 5
x
il
Processing...
Your your source is being processed and we'll generate a dataset soon

Figure 15.1: Stop your request from the 1-click action menu options

2. Or select DELETE DATASET from the pop up menu on the dataset list view. (See Figure 15.2.)
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Figure 15.2: Stop your request from the pop up menu

In both cases, a modal window (see Figure 15.3) will be displayed asking you for confirmation.

Are you sure you want to delete this dataset?

If you delete this dataset, you will no longer have access to it, and you will need to recreate it from
your sources.

-y

Figure 15.3: Confirmation window to stop the dataset creation process

The next section describes how to delete datasets once they have been created.



Deleting Datasets

If you no longer need a dataset, BigML lets you delete it. You can delete your datasets in two ways:

1. Select DELETE DATASET from the 1-click action menu. (See Figure 16.1.)

Predictions
it | . coee Deleting dataset examp... %. & =@~ ©
'553; £¥ 1-cLIcK MODEL %
:
1-GLIGK ENSEMBLE |
Name ¢ $ Count Missing Fﬁ{

Jj 1-CLICK LOGISTIC REGRESSION

state | 18 0

‘¢ 1-CLICKCLUSTER

Type
b
accountlength m 18 0 "x'ﬂ. 1-CLICK ANOMALY
t 1-CLICK ASSOCIATION
phone number [ text 18 0 lﬁ':‘ﬁ 1-CLICK TRAINING | TEST

||_.!z REQUEST EXFORT (CSV)

international plan ABC 18 0
1lly REQUEST EXPORT (TABLEAU)
voice mail plan [ asC ] 18 0 Ill’
r"
- MOVETO...
number vmail messages m 18 0 0 _

Figure 16.1: Menu option to delete a dataset

2. Or select DELETE DATASET from the pop up menu on the dataset list view. (See Figure 16.2.)
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Figure 16.2: Delete dataset pop up menu option

In both cases, a modal window (see Figure 15.3) will be displayed asking you for confirmation. After you
delete a dataset, it is deleted permanently, and there is no way you (or even the IT folks at BigML) can

retrieve it.

Note: you cannot delete a dataset that is being used. BigML will display a modal window with the

error message shown in Figure 16.3.

Error

The dataset is being used and cannot be deleted now

Continue

Figure 16.3: Modal window informing that you cannot delete a dataset that is being

used



Takeaways

This document explains datasets in detail. We finish it with a list of key points:

+ A dataset is a structured version of your data. On the one hand, BigML computes some general
statistics, and on the other hand, BigML computes

statistics for each one of the fields.
+ A dataset is created processing your source. BigML computes basic statistics per each field.
* You can create datasets from sources that have previously been uploaded to BigML.

» Datasets are the input to create a models, ensembles, logistic regressions, evaluations, clusters,
anomalies and associations. (See Figure 17.1.)

* A model, a cluster, an anomaly, an association, a batch prediction (using models, ensembles, or
logistic regressions), a batch centroid, or a batch anomaly score can produce a dataset as an
output. (See Figure 17.2.)

* It is not required for a dataset be entirely loaded into memory for it to be processed.

+ Often the transformations required for a dataset to optimally solve a given problem can be long,
complex, and easy to get lost in. With BigML datasets, you do not risk losing track of the sequence
of transformations you apply to your data.

* You can easily update field types after the dataset creation. You need to configure the source of
your dataset and update the changes.

+ You can create a dataset with just 1-click or select the size and the fields you want to include.

* You can transform your original dataset and create a new one by splitting your dataset in two
different subsets, sampling it, filtering it, and adding new fields to your dataset. (See Figure 17.3.)

» The non-preferred fields and the objective field are inherited when you split your dataset in two
subsets, when you sample it, filter it, or add new fields to your dataset. Also when you clone it from
the BigML Gallery.

* You can use the Flatline editor to perform powerful transformations with your dataset.
* You can export and download your dataset to CSV format to use it in your local environment.
* You can export and download your dataset to TDE format to use it in Tableau platform.

+ You can programmatically create, list, delete, and use your dataset for models creation, and later
make predictions with them through the BigML APl and the BigML bindings.

* You can furnish your dataset with descriptive information (name, description, tags, and category)
and also every individual field (name, label, and description).

» There are three levels of privacy for BigML datasets: private, shared and public.

* You can clone an existing dataset from BigML Gallery.



You can share your dataset in the BigML Gallery, either for free or with earnings.
You can only assign a dataset to a specific project.

You can move a dataset between projects.

You can stop the dataset creation.

You can permanently delete a dataset.

Figure 17.1: Using a dataset as the input to create your resources
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Figure 17.3: Creating new datasets from your original dataset



Please use the noidx option in the documentclass invocation.
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11.1 Categories used to classify datasets by BigML



Glossary

Anomaly Detection an unsupervised Machine Learning task which identifies instances in a dataset
that do not conform to a regular pattern. ii, 96

Association Discovery an unsupervised Machine Learning task to find out relationships between val-
ues in high-dimensional datasets. It is commonly used for market basket analysis. ii, 96

BigML Gallery a section of BigML to share, buy or sell datasets, models, and scripts. Go to Gallery. 1,
19, 86, 87, 96

Classification a modeling task whose objective field (i.e., the field being predicted) is categorical and
predicts classes. ii, 27

Clustering an unsupervised Machine Learning task in which dataset instances are grouped into geo-
metrically related subsets. ii, 96

Dashboard The BigML web-based interface that helps you privately navigate, visualize, and interact
with your modeling resources. ii, 1, 86

Data Wrangling the process of converting or mapping data from one “raw” form into another format
that allows a more convenient use of the data. 1

Dataset the structured version of a BigML source. It is used as input to build your predictive models.
For each field in your dataset a number of basic statistics (min, max, mean, etc.) are parsed and
produced as output. ii, 1, 65, 70, 86, 96

Discretization the process of transforming a numeric field into a categorical field. 51

Ensembles a class of Machine Learning algorithms in which multiple independent classifiers or regres-
sors are trained, and the combination of these classifiers is used to predict an objective field. An
ensemble of models built on samples of the data can become a powerful predictor by averaging
away the errors of each individual model. 96

Evaluation a resource representing an assessment of the performance of a predictive model. 96

Feature Engineering the process of generating new features for a dataset so that Machine Learning
algorithms will be more effective on that data. The features can either be transformations of existing
features or entirely new information. 49

Field an attribute of each instance in your data. Also called "feature”, "covariate", or "predictor". Each
field is associated with a type (numeric, categorical, text, items, or date-time). 96

Flatline a domain-specific lisp-like language that allows you to perform an infinite number of operations
to create new fields or filter your BigML datasets. Furthermore, with the Flatline Editor you will be
able to validate your Flatline expressions and preview the results from your Dashboard. 31, 49,
58, 96


https://bigml.com/gallery

Histogram a bar chart-style visualization of a collection of values, in which the range of the values is
broken up into a collection of ranges, and the height of a given bar increases as more points fall
into the range associated with that bar. 3

Logistic regression another technique from the fields of statistics that has been borrowed by Machine
Learning to solve classification problems. For each class of the objective field, logistic regression
fits a logistic function to the training data. Logistic regression is a linear model, in the sense that it
assumes the probability of a given class is a function of a weighted combination of the inputs. 96

Model a single decision tree-like model when we refer to it in particular, and a predictive model when
we refer to it in general. 86, 96

Non-preferred fields fields that, for a number of possible reasons, are by default not included in the
modeling process. One example of this is fields that contain the same value for every instance; in
general, constant fields add no information to the modeling process. 19, 96

Objective Field the field that a regression or classification model will predict (also known as target). 19,
96

Predictive Model a machine-learned model that has been created using statistical learning. It can help
describe or infer some statistical properties of an entity using the instances provided by a dataset.
ii

Regression a modeling task whose objective field (i.e., the field being predicted) is numeric. ii, 27

Resource any of the Machine Learning objects provided by BigML that can be used as a building block
in the workflows needed to solve Machine Learning problems. 18, 79, 86

Script a compiled source code written in WhizzML for automating Machine Learning workflows and
implementing high-level algorithms. 86

Source the BigML resource that represents the data source to which you wish to apply Machine Learn-
ing. A data source stores an arbitrarily-large collection of instances. A BigML source helps you
ensure that your data is parsed correctly. The BigML preferred format for data sources is tabular
data in which each row is used to represent one of the instances, and each column is used to
represent a field of each instance. 1, 65, 70

Supervised learning a type of Machine Learning problem in which each instance of the data has a
label. The label for each instance is provided in the training data, and a supervised Machine
Learning algorithm learns a function or model that will predict the label given all other features in
the data. The function can then be applied to data unseen during training to predict the label for
unlabeled instances. ii

Tag cloud a visualization of a text field in which each term is sized according to the number of instances
in which it appeared in that field. 5

Task the process of creating a BigML resource, such as creating a dataset, or training a model. A given
task can also create subtasks, as, in the case of a WhizzML script that contains calls to create
other resources. 18, 87

Time series a sequentially indexed representation of your historical data that can be used to forecast-
ing future values of numerical properties. BigML implements exponential smoothing where the
smoothing parameters assign exponentially increasing weights to most recent instances. Expo-
nential smoothing methods allow the modelization of data with trend and seasonal patterns. 73

Unsupervised learning a type of Machine Learning problem in which the objective is not to learn a
predictor, and thus does not require each instance to be labeled. Typically, unsupervised learning
algorithms infer some summarizing structure over the dataset, such as a clustering or a set of
association rules. ii
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